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ABSTRACT OF THE DISSERTATION

Learning Embodied AI Agents with Task Decomposition

by

Zhiwei Jia

Doctor of Philosophy in Computer Science

University of California San Diego, 2023

Professor Hao Su, Chair

One of the ultimate goals of artificial intelligence (AI) is to build autonomous

agents that can perceive, reason, and interact with the surroundings (i.e., Embodied AI).

Despite the recent advances in deep learning and simulators, acquiring embodied agents

via robot learning remains extremely demanding. In this dissertation, we present three

methods, each from a different aspect, that adopt task decomposition to improve robot

learning.

Training agents that follow human instructions to complete long-horizon household

tasks, especially solely from offline data, poses several technical challenges, such as

scene understanding and compositionally generalizable task executions (usually high-level

xv



actions). We propose to decompose the tasks into exploration and execution phases. In

the first phase, we utilize multimodal signals to explore the scene in a task-driven manner

to obtain an affordance-aware semantic map. Next, we adopt a hierarchical task execution

system to complete the sub-task sequences (another level of task decomposition) according

to the map and the instructions.

Short-horizon tasks involving low-level motor controls are usually harder for AI

(Moravec’s paradox). To solve challenging contact-rich object manipulation that entails

high precision and/or object variations, we develop a novel hierarchical imitation learning

method that utilizes scalable, albeit sub-optimal, demonstrations by further decomposing

short-horizon tasks into subskills. We first propose an observation space-agnostic method

that unsupervisedly discovers the multi-step subskill decomposition (sequences of key

observations) from demos. Next, we propose a Transformer-based design that effectively

learns to dynamically predict such subskill decomposition as the high-level future guidance

for low-level actions.

Besides the hierarchical principles, task decomposition also refers to decomposing

the task space itself. While large-scale RL over diverse environment variations poses great

optimization challenges, we find that launching a population of agents (the specialists),

each trained on a subset of the task variations, drastically eases policy optimization.

We, therefore, propose a meta-framework that generally improves online RL methods to

tackle complex tasks by combining distributed and joint training in a principled manner.

Our approach achieves a great balance of efficiency and effectiveness in large-scale policy

learning, which is verified with extensive ablation studies and a diverse set of benchmark

tasks.
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Chapter 1

Introduction

In this chapter, we mainly introduce the background of Embodied AI, representative

simulators, datasets, and tasks (as well as their major challenges) used in Embodied AI

research. We then briefly discuss the general motivations behind the three approaches

presented in this dissertation as well as the structure of the remaining chapters.

1.1 Background of Embodied AI

The history of Artificial Intelligence (AI) can date back to the era before the

invention of modern computers, Embodied AI is usually vaguely defined with a relatively

short history. It can refer to systems of different levels, ranging from any (semi-)autonomous

systems involving physical structures with or without organism-like bodies [28]. The

early studies are largely motivated by the fields of cognitive science and developmental

psychology, where it is hypothesized that physical bodies and its complicated interactions

with the surroundings promote the emergence of human intelligence, a general idea in

embodied cognition [3]. Other studies [153] based on how babies learn suggest that the rich

regularities inherently presented in the physical world help to shape intelligence, and such a

process is accelerated by the agents’ sensorimotor activities in exploring the surroundings.

Nowadays, Embodied AI is generally defined as the study of AI agents operating

in 2D/3D physical environments that receive perceptual inputs and output actions to
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perform certain tasks. For its multidisciplinary nature, Embodied AI usually involves

researchers from a wide range of fields such as computer vision, natural language process-

ing, reinforcement learning, graphics, simulation, robotics, and so on. More concretely,

Embodied AI is the study of intelligent agents that can see (usually in an egocentric view),

talk (via languages or audios), reason (understand the surroundings and plan), and act

(through motor controls or high-level actions). Some representative tasks include visual-

and-language navigation [4], visual language task completion [149], object manipulations

[107], and embodied question answering [37].

1.2 Problem Formulation in Embodied AI

Researchers in Embodied AI often adopt a unified formulation that captures

the essence of most tasks in this field. Specifically, we introduce the partially ob-

served Markov decision process (POMDP) [99] setup from the reinforcement learning

(RL) literature. Namely, a POMDP is a representation of an environment as a 9-tuple

(S,O,A, p(s), T,R, ρ0, γ,H), where S is the state space, O the observation space (the

actual perceptual signals received by the agent), A the action space, p(s) the observation

distribution conditioned on the state s ∈ S, T the dynamic transition distribution, R the

reward function that incorporates any goals required by the underlying tasks, ρ0 the initial

state distribution, and γ the discount factor. We usually assume a finite horizon H since

in tasks in Embodied AI should be finished within a limited time.

For each episode or instance of the task T in Embodied AI, the agent is spawned

and the environment is re-configured with state s0 sampled from the distribution ρ0. At

each timestamp t, the agent receives an observation (can be visual, audio, etc.) ot ∼ p(st).

The partial observability setup is common due to the egocentric perception of the agent

or the contextual information being revealed partially at each time. It then executes

an action at ∼ π(st) according to some policy π (can be motor activities, text outputs,
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etc.), receives a reward rt ∼ R(at, st) which is determined by the underlying task T ,

and reaches a new state st+1 ∼ T (st, at). By such policy π we can obtain a trajectory

τ = s0, s1 ∼ T (s0, a0 ∼ π), ..., sH+1 ∼ T (sH , aH ∼ π). The agent solves the task T

by trying to learn the optimal policy π∗ that maximizes the expected return (sum of

discounted rewards over a trajectory), i.e.,

π∗ = arg max
π

E
τ∼π

H∑
t=0

γtrt

In many cases, the metric for the task is given by a binary variable, indicating whether it

succeeds or not. This is equivalent to using a binary threshold on the sum of the discounted

reward.

1.3 Simulators

Almost all recent research in Embodied AI in building embodied agents involves the

use of simulators. There are multiple obvious advantages of training agents in simulated

environments that even make it arguably necessary. First of all, the sheer amount of

physical resources (robots, indoor scenes, etc.) required for training is usually prohibitively

expensive. Secondly, training in simulated environments significantly improves training

speed as it bypasses physical constraints in the real world. Thirdly, in the real world, it is

hard to reset the physical states of the environments such as the positions and poses of

3D objects exactly. There are various existing simulators with different characteristics.

These diverse features play a major role in shaping the research in Embodied AI as

different features are suited for different tasks. We will briefly discuss some of these key

characteristics, including physics, rendering, speed, and controllers.

At a high level, a simulator has two major components: an engine that simulates

the physical states of the environment (which is a dynamic model that generates st+1

given st) and a renderer that provides multi-modal sensory signals that the agents actually
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observe (which is a model that generates ot given st). Dynamics modeling of the physical

state transitions is the most critical part of simulators as most Embodied AI tasks entail

interactive environments. Due to the infeasibility of a perfect simulation of the real

world, there exist various levels of accuracy and details for modeling real-world physics.

Typically, the designers of the simulators make such decisions as different levels are suitable

for different tasks in Embodied AI. The simplest level could support minimal physical

simulation, for instance, a static maze that only supports tasks such as navigation. A

basic level includes features such as collision modeling and rigid-body dynamics. More

advanced ones are equipped with features such as enhanced modeling of articulated objects,

soft-body physics on deformable objects, fluid dynamics, and differentiable physics (e.g.,

DiffTaichi [66]). The property derived from the different levels of physical simulation is

the supported action space. Some simulators support fine-grained low-level motor controls

while others only support high-level actions as they lack such simulation capabilities.

As for rendering, 2D images are the most common rendered outputs of the simulators.

Different simulators achieve different levels of photorealism. Compared to the pioneer

simulator DeepMind Lab [5] in Embodied AI research, most recent simulators can generate

images of rather high resolution and fidelity. Advanced techniques such as ray tracing and

physically-based rendering are also widely adopted. More recently, researchers have paid

more attention to the fidelity of other modalities of sensory signals. For instance, SAPIEN

incorporates advanced material-dependent noise-aware rendering for its depth signals [188].

ThreeDWorld [50] features a high-fidelity audio rendering of the environments.

The speed of a simulator is an important metric, which depends on both the

physical simulation process and the rendering process. Solving most tasks in Embodied

AI requires a large number of interactions (“samples” using words in RL). A faster speed

enables extensive usage of policy gradient-based methods which typically entail enormous

amounts of samples. On the other hand, a slower speed restricts the tools yet encourages

the development of more sample-efficient and generalizable algorithms. However, it is
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rather challenging to give a precise comparison of the speed across different simulators,

because there are a variety of factors to be considered that can influence the absolute speed,

which is normally measured in frame rate, i.e., frame per second (FPS), for instance, the

specific hardware setups (modern GPUs are much faster than previous ones) and number

of threads or processes used. In terms of physics simulation, there are no standard scenes

and object sets that are used to benchmark the speed (complicated scenes take much

longer to simulate). Moreover, the speed-accuracy trade-off is inherent in every physics

engine - choosing a smaller ∆t means a slower but more accurate simulation. Usually, a

simulation speed of around 1000 FPS allows large-scale RL, and faster ones indicate that

simulation might not be the bottleneck for model training. In terms of rendering, there

are no standard setups for resolution, image quality, and specific types of sensors.

There are multiple types of controller interfaces between the user and the simulator,

which determine how easily the researchers can collect training data. The most common

one is through API calls (usually via Python for programs and via keyboards/mice for

humans). Some simulators have advanced controllers that support virtual reality (VR)

interfaces, which significantly increase the efficiency and effectiveness of human control.

Large-scale high-quality demonstrations for solving tasks in Embodied AI usually rely

on VR-based teleoperation, which is both expensive and not widely supported in recent

simulators. Another direction is to leverage vision-based teleoperation as the controller

[168], which is still under-explored. Some simulators such as VirtualHome [122] support

unconventional controllers including human language, which is easier to obtain yet the

accuracy of the control highly depends on the quality of the command and effectiveness of

the language parser.
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1.4 Datasets and Assets

Datasets and assets are also critical components of Embodied AI research. Here we

refer to the physical or virtual assets (such as robots and 3D objects) and the collected

demonstrations. While some are built-in in their associated simulators, many of those are

proposed to be simulator-agnostic: they are used for multiple different tasks and across

different simulators.

Agents in simulation usually interact with the environments via a virtual yet

physical robot. Different mechanical constraints of various robot actuators give us a wide

range of robots. Some robots are highly realistic and are reflective of their real-world

counterparts. For instance, AI2-Thor supports LoCoBot1, Habitat 2.0 supports mobile

manipulators like Fetch2, fixed-base arms like Franka3 and quadrupeds like AlienGo4;

RLBench [71] is based on Franka; DoorGym [166] is based on Berkeley BLUE Robot

arm [51]; simulators such as Meta-World [182] utilize MuJoCo for simulation and so are

equipped with robot models such as Sawyer5. On the other hand, some robots do not

resemble those in the real world: the humanoid robot in iGibson 2.0 [95], the flying gripper

in SAPIEN, and the magnet-based robot Magnebot in ThreeDWorld. The different robot

assets have a major impact on the action space of the tasks. For instance, some simulators

primarily support high-level actions (discrete, magic grasp, etc.) which are good for

learning long-horizon tasks but cannot be directly transferred to the real world where it

requires gross motor control (low-level actions).

Object-oriented assets aim to promote research in object recognition, pose esti-

mation, attribute learning, object manipulation, and other aspects related to Embodied

AI research. The iTHOR assets in the AI2-Thor framework [87] consist of more than

1http://www.locobot.org
2https://fetchrobotics.com
3https://www.franka.de
4https://www.unitree.com
5https://www.rethinkrobotics.com/sawyer
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100 interactable 3D objects that support rich physical properties. The YCB Benchmark

[14] standardizes both the 3D models of the objects and their real-world counterparts

(the physical copy) by scanning 3D everyday objects in the real world. More recently,

PartNet-Mobility Dataset [174] which is used in various simulators is designed to enable

more complex manipulation of articulated objects.

Scene-oriented assets typically feature diverse indoor scenes that are either static

(supportive of navigation-based tasks) or compatible with interactable objects. In either

case, they usually promote tasks of a longer horizon than solely object manipulations, such

as mobile manipulation (i.e., navigation + manipulation) and object rearrangement. There

are three types of scene assets: synthesized, reconstruction-based, and floor plan-based.

They reflect the different trade-offs between scale, diversity, and quality of the generated

scenes. The creation of synthesized scenes usually involves professional 3D artists and is

very expensive (e.g., the construction of interactive ReplicaCAD requires > 900 hours of

human effort). The 3D reconstruction-based scenes are created by leveraging 3D scans

of real buildings. Yet due to the imperfection of 3D reconstruction methods, they might

contain artifacts and errors. Floor plan-based scenes are generated by first producing

the floor plans and then converted to full 3D models (usually by some heuristics). It is

relatively inexpensive to obtain (e.g., LUMINOUS [190] adopts procedural generation)

with some compromise of the scene quality.

Language-oriented datasets refer to those where human language plays a central

role. They inherently consist of multiple input modalities compared to the pure language-

based datasets in the field of NLP. For instance, Cornell Instruction Following Framework

(CIFF) [105] is an early effort to provide a unified framework for benchmarking instruction

following tasks (consisting of mostly navigation and simple manipulation). ALFRED [149]

is a more recent instruction following dataset for more complex navigation and object

manipulations (e.g., cut an apple, cook an egg in the microwave). On the other hand, some

datasets consider languages as actions to interact with the environments. For instance,
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the EmbodiedQA [171] is used to train an agent to navigate in the environment to answer

a question about the scene. A later dataset, named Vision-and-Dialog Navigation (CVDN)

[165], allows dialogues from the agents to clarify the tasks. However, the dialogues cannot

be generated from the oracle in real-time and so methods designed for CVDN can only

leverage pre-defined conversations. Due to the nature of language, most existing assets do

not allow online conversation. Nevertheless, it becomes feasible to do so with the recent

advances in large language models [113].

Skill-oriented datasets typically benchmark locomotion or object manipulation

skills of robots with additional collected demonstrations so that AI agents can leverage a

learning-from-demonstration setup. For instance, ManiSkill [107], RLBench-100 [71] and

MT-50 [182] promote object manipulation research. The Advanced Physical Prediction

Benchmark proposed in ThreeDWorld evaluates a set of more general skills (such as object

permanence and collision understanding) of an agent.

1.5 Embodied AI Tasks and their Key Challenges

In this section, we briefly introduce the three major categories of tasks in Embodied

AI, including navigation, object manipulation, and instruction following.

Navigation is a group of tasks where the agent is asked to navigate through (indoor)

scenes to reach a specified target (a relative location coordinate, a semantic class, a short

sentence specifying the location, etc.). While the ground truth map is not provided,

the challenge is to understand the scenes and keep track of where the agent has visited

and where it should explore next (similar to SLAM). The tasks usually also emphasize

the efficiency of the navigation, measured by the ratio between the length of the actual

trajectories and that of the shortest possible ones. It can be further divided into visual

navigation and visual language navigation (VLN) where the latter also asks the agents

to understand human language as part of the task specification. VLN can be extended
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to also allow dialogues between the agent and the environment (e.g., the instructor) to

eliminate any ambiguities in the instructions.

Manipulation asks the agents to interact with objects in the scene to complete

certain tasks. It can be with static robotic arms (static manipulation) or with mobile

ones (mobile manipulation). Based on the type of objects, it involves rigid and articulated

objects or deformable objects (soft-body manipulation). The specific atomic actions that

constitute the tasks are usually push, pull, grasp, pour, etc. The major challenges lie in

high precision perception and control (e.g., plug charger requires a precision level of around

1mm), the handling of geometric variations (e.g., common objects such as chairs have

diverse shapes), and the difficulties of modeling certain objects’ dynamics (e.g., cloth).

Instruction following is an umbrella term for mobile manipulation tasks with human

instructions as the task specification. The agent is asked to translate a potentially long

sequence of human instructions into actions (e.g., ALFRED). Besides the requirement

of interpreting human instructions correctly, the two lines of work have their different

challenges. Model-based approaches where the agent acquires a map of the surrounding

[7, 104, 76] entail affordance-aware scene understanding. Purely instruction following

ones where the agent directly translates the instructions [110, 115, 156] thrive given a

tremendous amount of training data (which is usually not the case).

1.6 Introduction to the Presented Work

Decomposing a complex task into a set of simpler ones is a common technique

used by AI agents, especially in the field of Embodied AI. Intuitively, humans routinely

perform decompositions of tasks into goals, subgoals, and low-level actions, to improve the

effectiveness or the efficiency [35]. In this dissertation, we present three methods, each

from a different perspective, that adopt the general idea of task decomposition to handle

some of the aforementioned challenges and improve robot learning.
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The first work to be presented (in Chapter 2) is regarding acquiring embodied agents,

solely from offline data, that follow human instructions to complete long-horizon household

tasks (the ALFRED challenge). The nature of this task (long sequences of sub-tasks,

each composed of high-level actions, though) makes it suitable for task decomposition.

Its challenges include the requirement of an affordance-aware scene understanding of the

indoor environment and the compositional generalizability in executing a sequence of

diverse actions. To deal with this, we propose to decompose the tasks twice. Firstly, we

decompose the task into exploration and execution phases. In the first phase, we utilize

multimodal signals to explore the scene in a task-driven manner to obtain an affordance-

aware semantic map that can be used for downstream task planning. In the second phase,

we adopt a hierarchical task execution system to interact with the environments according

to the semantic map and the instructions. We design the task execution system to operate

in a sub-task manner by further categorizing the sub-tasks into either navigation or object

manipulation. Our work achieves a substantial improvement in generalization over the

unseen combinations of sub-tasks in unseen scenes.

The second work to be presented (in Chapter 3) handles short-horizon tasks. As

pointed out by Moravec’s paradox, low-level control tasks are usually harder for AI

agents to learn than high-level reasoning tasks. We study challenging contact-rich object

manipulation with high-precision and/or object-level geometric variations. We find that it

is beneficial for short-horizon tasks to be further decomposed into subskills (e.g., atomic

actions). Accordingly, we develop a novel hierarchical imitation learning method that

can utilize scalable, albeit sub-optimal, demonstrations. We first propose an observation

space-agnostic approach that efficiently discovers the multi-step subgoal decomposition

(sequences of key observations) of the demos unsupervisedly. By grouping temporarily close

and functionally similar actions into subskill-level segments, the discovered breakpoints

(the segment boundaries) constitute a chain of planning steps (i.e., the chain-of-thought)

to complete the task. Next, we propose a Transformer-based design that effectively learns
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to predict the decomposition (the chain-of-thoughts) as the high-level future guidance for

low-level actions by using prompt tokens and a hybrid masking strategy during training.

Our model consistently surpasses existing strong baselines.

Besides the aforementioned hierarchical approaches where tasks are decomposed

temporarily into sub-tasks, task decomposition can also refer to partitioning the task

space itself. While generalization in deep RL over unseen environments requires large-scale

policy optimization over diverse environment variations, the optimization process is already

computationally prohibitive. One of the key ideas of the third work to be presented (in

Chapter 4) is to decompose the space of task variations and learn to solve the task in a

divide-and-conquer manner. Specifically, we observe that an agent (a generalist) trained on

many variations tends to learn faster at the beginning yet plateaus at a less optimal level

for a long time. In contrast, an agent (a specialist) trained only on a few variations can

often achieve high returns under a limited computational budget. We, therefore, propose

an RL framework to tackle complex tasks in a distributed training manner to have the

best worlds of both worlds. Several key ablations reveal when and how to launch the

specialist agents as well as how to merge them back into a single generalist agent. Our

proposal is a meta-framework that brings performance boost to various baseline online RL

methods over several popular RL benchmarks.

1.7 Additional Work Done During my PhD

Apart from the aforementioned research, I have been working on diverse topics

within AI/ML. Some of the work which I am the primary investigator includes: (1) the

study of local minima in optimizing neural network where we propose a metric that is both

strongly indicative of the generalizability of the neural network and may be effectively

applied as a practical regularizer with both theoretical and empirical justifications [78];

(2) the study of robust image translation where we propose a novel multi-scale ”semantic
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robustness” loss for GAN-based image translation models to reduce semantics flipping

that is common in unpaired image-to-image translation tasks [79]; (3) the first empirical

study of image advertisement understanding through the lens of large vision-language

models, where we augment these models with real-world knowledge [77].
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Chapter 2

Task Decomposition for High-level
Long-horizon Instruction Following

Several challenges in solving long-horizon embodied multimodal tasks include long-

horizon planning, vision-and-language grounding, and efficient exploration of the indoor

scene. In this work, we identify a critical bottleneck, namely the performance of planning

and navigation, and tackle it by decomposing the task into a task-driven multimodal

exploration phase and a hierarchical planning and execution phase. Specifically, we

propose a Neural SLAM approach that, for the first time, utilizes several modalities for

exploration, predicts an affordance-aware semantic map, and plans over it simultaneously.

This significantly improves exploration efficiency, leads to robust long-horizon planning,

and enables effective vision-and-language grounding. With the proposed Affordance-aware

Multimodal Neural SLAM (AMSLAM) approach, we obtain more than 40% improvement

over prior published work on the ALFRED benchmark and set a new state-of-the-art

generalization performance at a success rate of 23.48% on the test unseen scenes1.

2.1 Introduction

There is significant recent progress in learning simulated embodied agents [115,

189, 8, 108, 152, 156] that follow human language instructions, process multi-sensory

1The code is publicly available at https://github.com/amazon-research/multimodal-neuralslam.
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inputs and act to complete complex tasks [4, 37, 21, 149]. Despite this, challenges remain

before agent performance approaches satisfactory levels, including long-horizon planning

and reasoning [8], effective language grounding in visually rich environments, efficient

exploration [24], and importantly, generalization to unseen environments. Most prior

work [152, 115, 110, 156] adopted end-to-end deep learning models that map visual and

language inputs into action sequences. Besides being difficult to interpret, these models

show limited generalization, suffering from significant performance drop when tested on

new tasks and scenes.

In contrast, hierarchical approaches [189, 8] achieve better generalization perfor-

mance and interpretability. Although hierarchical structure is helpful for long-horizon

planning, its key impact is an expressive semantic representation of the environment

acquired via Neural SLAM-based approaches [17, 20, 8]. However, a missing component

in these methods is fine-grained affordance [85, 124]. To build a robotic assistant that can

follow human instructions to complete a task (e.g., Open the fridge and grab me a soda),

it is essential that the agent can perform affordance-aware navigation: it must navigate to

a reasonable position and pose near the fridge that enables follow-on actions open and

pick-up. Operationally, the agent has to move to a location where the fridge is within reach

without preventing the fridge door from being opened. Ideally, it should also position itself

so that the soda is in its first-person viewing field to allow the follow-on pick-up action.

This is challenging compared to pure navigation (where navigating to any location close

to the fridge is acceptable). To achieve this, we propose an affordance-aware semantic

representation that leads to accurate planning for navigation setting up subsequent object

interactions for success.

Efficient exploration of the environment [133, 24] needs to be addressed to establish

this semantic representation - it is unacceptable for a robot to wander around for an

extended period of time to complete a single task in a real-world setting. To resolve this

issue, we propose the first task-driven multimodal exploration module that takes language
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instruction as guidance and keeps track of visited regions to explore the area of interest

efficiently. This lays a foundation for map construction, which is critical to long-horizon

planning.

Here, we introduce Affordance-aware Multimodal Neural SLAM (AMSLAM), which

implements two key insights to address the challenges of robust long-horizon planning,

namely, efficient exploration and generalization: 1. Affordance-aware semantic rep-

resentation that estimates object information in terms of where the agent can interact

with them to support sophisticated affordance-aware navigation, and 2. Task-driven

multimodal exploration that takes guidance from language instruction, visual input,

and previously explored regions to improve the effectiveness and efficiency of exploration.

AMSLAM is the first Neural SLAM-based approach for embodied AI tasks to utilize sev-

eral modalities for effective exploration and an affordance-aware semantic representation

for robust long-horizon planning. We conduct comprehensive empirical studies on the

ALFRED benchmark [149] to demonstrate the key components of AMSLAM, setting a

new state-of-the-art generalization performance at 23.48%, a >40% improvement over

prior published state-of-the-art approaches.

2.2 Related Work

Recent progress in Embodied AI, spans both simulation environments [87, 95, 140,

50, 122] and sophisticated tasks [37, 4, 149]. Our work is most closely related to research

in language-guided task completion, Neural SLAM, and exploration.

Language-Guided Task Completion

. ALFRED [149] is a benchmark that enables a learning agent to follow natural

language descriptions to complete complex household tasks. The agent’s goal is to learn

mappings from natural language instructions to a sequence of actions for task completion

in a simulated 3D environment. Various modeling approaches have been proposed falling
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into roughly two families of methods. The first focuses on learning large end-to-end models

that directly translate instructions to low-level agent actions [152, 156, 115]. However,

these agents typically suffer from poor generalization performance and are difficult to

interpret. Recently, hierarchical approaches [189, 8] have attracted attention due to their

better generalization and interpretability. We also adopt a hierarchical structure, focusing

on affordance-aware navigation thereby achieving significantly better generalization than

all existing approaches.

Neural SLAM and Affordance-aware Semantic Representation

. Neural SLAM [17, 18, 20], constructs an environment semantic representation en-

abling map-based long-horizon planning [19]. However, these are tested in pure navigation

tasks instead of complex household tasks, and does not consider affordance [124, 108, 175],

which is required for tasks involving both navigation and manipulations. In [8], the authors

utilize SLAM for 3D environment reconstruction in language-guided task completion. Their

approach relies heavily on accurate depth prediction (less robust in unseen environments).

Instead, we propose a waypoint-oriented representation which associates each object with

the locations on the floor from where the agent can interact with the object. Furthermore,

different from the 2D affordance map in [8] that directly predicts affordance type, our

semantic representation supports more fine-grained control of the robot’s position and

pose, which facilitates significantly better generalization. The approach in [124] assumes

direct access to the ground truth depth information (not available in our setup) and

the method in [108] only focuses on pure navigation problems. Concurrently, in [104],

the authors also propose constructing a semantic map and then planning over the map.

However, their approach relies on depth prediction, which requires extra information from

the environment during training.
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Learning to Explore for Navigation

. An essential step in Neural SLAM-based approaches is learning to explore the

environment for map building [133, 24, 74, 17]. Multiple approaches have been proposed to

tackle aspects of exploration in the reinforcement learning [142, 117, 13, 24, 74], computer

vision [133, 108], and robotics [8, 59] communities. The central principle of prior methods is

learning to reduce environment uncertainty; different definitions of uncertainty lead to the

following types of methods [133]. Curiosity-driven [142, 117, 13] approaches learn forward

dynamics and reward visiting areas that are poorly predicted by the model. Count-based

exploration [160, 6, 112, 134] encourages visiting states that are less frequently visited.

Coverage-based [24, 74] approaches reward visiting all navigable areas by searching in

a task-agnostic manner. In contrast, we propose a task-driven multimodal exploration

approach utilizing egocentric visual input, language instructions, and memory of explored

areas to reduce task-specific uncertainty of points of interest (areas important to complete

the task). We show this to be more efficient, leading to more effective map prediction and

robust planning.

2.3 Problem Formulation

We focus on the ALFRED challenge [149], where an agent is asked to follow human

instructions to complete long-horizon household tasks in indoor scenes (simulated in

AI2Thor [87]). Each task in ALFRED consists of several subgoals for either navigation

(moving in the environment) or object interactions (interacting with at least one object).

Language inputs contain a high-level task description and a sequence of low-level step-

by-step instructions (each corresponding to a subgoal). The agent is a simulated robot

with access to the states of the environment only through a front-view RGB camera with

a relatively small field of view. The agent’s own state is a 5-tuple (x, y, r, h, o), where x, y

are its 2D position, r the horizontal rotation angle, h the vertical camera angles (also
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Latest RGB Observation
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Egocentric RGB Observations

Language instructions

Explored area

Head forward to the other side of room.
Turn to your left and walk to the stove.

Multimodal 
Exploration Module

Environment

Move Ahead

Navigable area

Counter Top
Table

Details of Exploration Phase Pipeline of AMSLAM

Figure 2.1. AMSLAM consists of two phases. Exploration Phase: The agent aims to
explore the environment given guidance from low-level language instructions, egocentric
observations, previous exploration actions, and the explored area. At the same time, it
produces waypoint-oriented semantic maps. Execution Phase: Given the language in-
structions and the affordance-aware semantic representation (i.e., semantic maps) acquired
during exploration, the agent executes the subgoals sequentially. It uses a planning module
(which consumes the semantic map) for navigation subgoals and an object interaction
transformer for other subgoals.

called “horizon”) and o the type of object held in its hand. The state space of the agent is

discrete, with navigation actions: MoveAhead (moving forward by 0.25m), RotateLeft &

RotateRight (rotating in the horizontal plane by 90◦) and LookUp & LookDown (adjusting

the horizon by 15◦). Formally, r ∈ {0◦, 90◦, 180◦, 270◦}, h ∈ {60◦, 45◦, ...,−15◦,−30◦}

where positive h indicates facing downward. With these discrete actions, the agent has full

knowledge of the relative changes ∆x,∆y,∆r and ∆h. Each of the 7 object interaction

actions (PickUp, Open, Slice, etc.) is parametrized by a binary mask for the target object,

which is usually predicted with a pre-trained instance segmentation module. Featuring

long-horizon tasks with a range of interactions, the ALFRED challenge evaluates an agent’s

ability to perform tasks over unseen test scenes, while only allowing ≤1000 steps and ≤10

action failures for each task at inference time.
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2.4 Affordance-aware Multimodal Neural SLAM

Affordance-aware navigation is a major challenge in solving complex and long-

horizon indoor tasks such as ALFRED with both navigation and object interactions.

Specifically, given each object of interest in the scene, the agent is required to not only

find and approach it but also end up at a pose (x, y, r, h), that is feasible for subsequent

interactions with the object. For instance, to open a fridge, the robot should approach

the fridge closely enough (so the door is within reach), look at it (so that the fridge is

in the field of view), and leave enough room to open the door. To solve a long-horizon

task involving multiple navigation and object interaction subgoals, it is natural to use

an explicit semantic map, either 2D or 3D, of the environment (similar to Neural Active

SLAM [17]), together with model-based planning (e.g. as in HLSM [8]). This line of

work tends to generalize better than models that directly learn mappings from human

instructions to navigation & interaction actions (e.g., E.T. [115]). With perfect knowledge

of the environment, it is possible to achieve (nearly) perfect performance. In practice,

however, the semantic map acquired at inference time is usually far from ideal, primarily

due to Incompleteness (missing information due to insufficient exploration of the scene)

and Inaccuracy (erroneous object location prediction on the map, especially for small

objects).

To improve exploration performance, we propose a multimodal module that, at

each step, predicts an exploration action a ∈ {MoveAhead, RotateLeft, RotateRight}

by taking visual observations & actions in the past, step-by-step language instructions,

and the explored area map which indicates where the agent has visited. We show that,

compared to existing model-based approaches on ALFRED (e.g., HLSM [8] which applies

random exploration), our use of low-level language instructions leads to more efficient

exploration. The proposed exploration module operates at the subgoal level and only

predicts exploration actions (in contrast to E.T. which directly predicts actions for the
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entire task). The extra modality (the explored area) facilitates exploration by providing

the agent with explicit spatial information. We illustrate the exploration module in Figure

2.3, elaborate its details in Section 2.4.3, and empirically demonstrate its advantages in

Section 2.5.

To deal with the inaccuracy in map prediction, we carefully design an affordance-

aware semantic representation for the environments. On one hand, knowing the precise

spatial coordinates of objects requires precise depth information, which is difficult to

acquire due to 3D sensor noise and/or inaccuracy in predicting depth from 2D images.

On the other hand, affordance-aware navigation essentially asks for poses (x, y, r, h) of

the agent suitable for interactions with the target objects, thus requiring only coarse-

grained spatial information. Given an object type o, we define such corresponding poses

as waypoints Wo and then treat navigation as a path planning problem among different

waypoints. To generate such waypoints, we handle large objects (fridges, cabinets, etc.)

and small objects (apples, mugs, etc.) differently. The waypoints for large objects are

computed using 2D grid maps predicted and aggregated from front-view camera images by

a CNN-based network; for small objects, we directly search over all observations acquired

during the exploration phase with the help of a pre-trained Mask RCNN [60] (detailed

below in Section 2.4.2).

2.4.1 Overall Pipeline

We illustrate the overall inference pipeline of our proposed framework in Figure 2.1.

Given a task T specified by a high-level goal description and low-level human instructions,

our method proceeds in two phases: exploration and execution. During exploration, the

agent navigates across the room (guided by the language instructions) for a sufficient

exploration of the indoor scene, where a multimodal transformer predicts the exploration

actions sequentially. In the meantime, an affordance-aware semantic representation is

acquired given the egocentric observations (images) at each step by a neural SLAM system.
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Figure 2.2. Illustration of the affordance-aware semantic representation used in our
framework. (left) A top-down view of an indoor scene used in ALFRED (this view is
not available to the agent at test time). (middle) A visualization of the corresponding
semantic map; only shown are the side table (in green), countertop (in blue) and the
navigable area (in red). Two waypoints (drawn in white stars and arrows) are displayed
for the side table (∈ large object) and lettuce (∈ small object), respectively. (right) While
the waypoint for the side table is computed from the predicted map, the waypoint for
lettuce is obtained by searching among all exploration steps. The visual observation and
its mask prediction on the waypoint for lettuce are shown. For reference, the high-level
goal description of the task used in this example is “pick up the lettuce and place it on a
table”.

This representation can be used to derive waypoints for all target objects (from which the

agent can interact with the objects of interest). When the exploration phase ends (by the

agent predicting Stop), it moves to the execution phase, where the agent carries out actions

predicted for each subgoal of the task T in a sequential manner. Specifically, since each

step-by-step language instruction corresponds to a subgoal, we use a Transformer-based

[167] subgoal parser to process the text and predict the subgoal g ∈ T is for navigation or

not. For a navigation subgoal, we further use another Transformer-based target object

parser to process the same text and predict the categories of the target objects, which are

consumed together with the affordance-aware semantic representation by a Dijkstra-based

planner to generate navigation actions. Otherwise, an object interaction transformer

takes charge of the action predictions given the visual and language inputs of the object

interaction subgoal.
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2.4.2 Affordance-aware Semantic Representation

We empirically show in Section 2.5.1 that a major bottleneck for solving long-

horizon navigation & interaction tasks is affordance-aware navigation. To do so, the agent

needs a position and pose (defined as waypoints previously in this section) from which

the potential follow-on actions for the target object are feasible, rather than the exact

location of the target object. Accordingly, our goal is to develop a map representation that

supports waypoint generation so that navigation can be solved reasonably well by path

planning. ALFRED supports more than 100 types of objects (one way in which it mimics

real-world complexity), and we propose to handle small and large objects differently. We

detail our design below and give an example in Figure 2.2.

For a class clarge out of Nlarge large object types, we compute its waypoint

(x∗, y∗, r∗, h∗) in 3 steps. First, we find all positions {(x, y)} that might contain an

instance of class clarge and all navigable locations for the robot, both represented on a

2D grid map of dimension G × G × (Nlarge + 1), with grid size G = 37 and unit length

0.25m. Each grid point in the map has a binary multi-hot vector to represent whether each

object class appears there and whether the point is navigable. Specifically, at each (x, y, r)

visited in the exploration phase, we use a pre-trained CNN (whose inputs are images at 3

different horizons observed at (x, y, r)) to predict a small partial map of the 2D map. We

then aggregate across all exploration steps by max-pooling over these partial maps, each

translated and rotated via a Spatial Transformer [69]. Similar to Neural Active SLAM

[17], as we know the changes (∆x,∆y,∆r) of the agent after each action, we can directly

compute the parameters of the Spatial Transformer. After applying some post-processing,

we obtain the final 2D map estimation. Second, we find (px, py) on this 2D map as the

most confident position predicted for class c and then find the navigable position (x′, y′)

closest to (px, py). Third, we choose the rotation r∗ to be the one, suppose the agent

stands at (x′, y′), and an object at (px, py) appears closest to the center of the agent’s field
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of view. To leave room for object interactions (by the agent’s backing up a few steps), we

compute x∗ = x′ − δ1(c, r
∗) and y∗ = y′ − δ2(c, r

∗) where δ∗ are rule-based functions. We

defer the estimation of the horizon h∗ (the camera angle relative to the horizontal) to the

execution phase described in Section 2.4.4.

For a small object type csmall, predicting its 3D coordinates precisely is rather

challenging (even 2D object detection for small objects is hard [86]). In ALFRED, this

is especially true since only RGB images are given at test time and many types of small

objects occur rarely. To deal with this challenge, we propose to directly find the waypoint

(x∗, y∗, r∗, h∗) for csmall by searching through all observations (RGB images) at each step

during exploration. Specifically, we compare all instance masks for csmall predicted by a

pre-trained Mask RCNN [60] that are of confidence ≥ τc. Then (x∗, y∗, r∗, h) is computed

as the one where the aforementioned mask prediction has the largest area. Similar to

the waypoint generation for large objects, we do not estimate the horizon h∗ until the

execution phase. Directly finding the waypoint of csmall (without estimating its location)

relies heavily on how well the exploration is carried out (discussed later in Section 2.4.3).

In case the agent finds no such waypoint (no valid observation of csmall during exploration),

we instead use the waypoint for the container (normally of large object type such as fridge,

side table) of the small object, which is much easier to find.

2.4.3 Task-driven Multimodal Exploration

The task-driven multimodal exploration module consists of several sub-modules,

either learned or pre-trained/fixed. At a high level, given a task which is usually a

sequence combining navigation and object manipulation subgoals, in the exploration

phase, the agent goes through its navigation subgoals one by one to explore the scene.

Note that we adopt a subgoal parser to predict whether a subgoal is for navigation or

not based on the input instruction. Specifically, the module predicts exploration actions

a ∈ {MoveAhead, RotateLeft, RotateRight} or Stop auto-regressively for each navigation
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Figure 2.3. Consisting of several transformer-based networks, the exploration module
operates at a subgoal level. Given a navigation subgoal during inference, it takes multiple
modalities as input including language instructions for the current and subsequent subgoals,
egocentric observations from the agent, and exploration actions in the past as well as their
corresponding explored area. It predicts the next exploration action carried out in the
environment auto-regressively. Illustrated is an example where given 4 previous actions
the model tries to predict the 5-th. Note that for brevity the positional (and temporal)
encoding layers right before the transformer encoders are omitted in the figure.

subgoal. The agent switches to the next navigation subgoal whenever it predicts Stop until

the last one to end the exploration phase. Instead of random exploration (as in HLSM)

or exploration for maximum coverage (as in Active Neural SLAM), our module utilizes

low-level language instructions to achieve task-driven exploration for better efficiency. In

ALFRED the exploration is done individually for each task and the steps count towards

the total steps (which has a limit of 1000).

There are 4 modalities (and 4 corresponding branches). At each time step, the first

branch takes two low-level human instructions, one for the current navigation subgoal, and

one for the subsequent object interaction subgoal. The second and third branches consume

the egocentric observations (images) and the previous exploration actions, respectively.

Inspired by E.T. [115], we use a cross-modal transformer (also see [100, 189]), which

aggregates inputs of these 3 modalities across all previous exploration steps to output
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f1,2,3. The fourth modality, the explored area, is a G×G 2D grid map marked 1 for the

regions observed by the agent in the past and elsewhere 0, except that the center of the

map (which always indicates the agent’s position) is marked 2. This map is constructed

in 2 steps. First, at each previous exploration step, since the agent can only observe a

small area in front of it, we define a single-step explored region as a binary map where

there is a 5 × 3 rectangle grid of 1’s representing where the agent has observed. Second,

we aggregate the maps across all previous steps. Each single-step map is translated and

rotated by a Spatial Transformer and then merged by max-pooling (similar to the semantic

map described in Section 2.4.2). Given this explored area map, we use a CNN to extract

f4 ∈ R32. Together with f1,2,3, we finally use an MLP to predict the next exploration

action. Illustrated in Figure 2.3 and evaluated in Section 2.5.5, our design to represent the

action history explicitly and geometrically improves both the effectiveness and efficiency

of the exploration.

We train the exploration module supervisedly. A common practice (e.g. in HLSM

[8], EmBERT [156], LWIT [110]) during inference is to augment the exploration by injecting

actions periodically. We manually inject 4 RotateRight after every 2 MoveAhead predicted

by our module to acquire 360◦ views of the scenes. Moreover, the semantic representation

produced by the neural SLAM requires input images of 3 different horizons. So we further

inject two LookUp or two LookDown actions alternately after every exploration action. This

zigzagging scheme is an efficient way to acquire images of multiple horizons, which only

triples the total number of steps in the exploration phase. Since each exploration step

counts towards the total steps for a task, there is a trade-off between exploration (a better

view of the environment) and exploitation (there is an upper limit of 1000 for total steps).
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2.4.4 Other Modules

Subgoal Parser & Target Object Parser

Both the subgoal parser and the target object parser take the language instruction

as the only input. Both models use the same Transformer-based architecture (not sharing

weights, though) and are trained supervisedly. The subgoal parser performs a binary

classification, predicting whether each subgoal is for navigation (based on its human

instruction). The target object parser predicts both the target object and its container (if

it has one) by taking the language instructions for the navigation subgoal and for the next

subgoal.

Online Planner for Affordance-aware Navigation

Given the affordance-aware semantic representation that supports waypoint gen-

eration, we deal with a navigation subgoal in 3 steps: (1) Obtain a waypoint (x, y, r, ∗)

for the object type predicted by the target object parser. (2) Derive an action sequence

from the path connecting the current location and pose (x′, y′, r′, h′) to (x, y, r, h′) using

Dijkstra’s algorithm. (3) Decide the horizon h by online exploration by first navigating to

(x, y, r, h′). The agent then goes through 6 horizons {60◦, 45◦, ..., 0◦,−15◦} (essentially a

search over most horizons allowed for the agent) and obtains the mask prediction with

confidence > 0.8 (selected from {0.5, 0.6, 0.7, 0.8, 0.9} using the valid unseen data) of

the target object type by a pre-trained Mask RCNN. Finally, we select h with the largest

mask area. See ablation studies of this scheme in Section 2.5.5.

Object Interaction Transformer

We adopt the cross-modal transformer again at the subgoal level for object inter-

action subgoals, which maps language instructions and visual observations (only for the

current object interaction subgoal) to actions. The module is trained by imitation learning

on the ALFRED training data at the subgoal level.
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Table 2.1. Ablation study results of the generalization performance of our framework
with ground truth navigation (denoted GT navi.) inserted together with different types of
pose perturbations. For reference, we also include results from HLSM [8], the previous
state-of-the-art method on ALFRED. Note that the object interaction transformer is
abbreviated as Obj. Int. Xformer.

Valid Unseen (%)
Success Rate Goal Cond.

HLSM [8] 11.8 24.7
GT navi. + Obj. Int. Xformer 64.6 74.2
GT navi. + Obj. Int. Xformer + rand. horizon 21.7 35.9
GT navi. + Obj. Int. Xformer + rand. displacement 47.3 65.4

2.5 Experiments

We evaluate our method for language-guided task completion on the ALFRED

challenge [149], which supports task evaluation in unseen environments (i.e., room layouts),

the main focus of our method. ALFRED provides both a validation (with ground truth

provided) and a test set (evaluation occurs in the server) for tasks sampled in indoor scenes

unseen during training. The training split contains 21,023 tasks sampled from 108 scenes

(i.e., rooms), the valid unseen split and the test unseen split contain 821 tasks sampled

from 4 scenes and 1,529 tasks sampled from 8 scenes, respectively. For all experiments, we

report the commonly used evaluation metrics: the task level Success Rate and the subgoal

level Goal Condition. Notice that each task in ALFRED allows up to 1000 total steps

(including both exploration and execution phases in our method).

We organize the presentation of the numerical results into 3 parts. Firstly, we

demonstrate that affordance-aware navigation is the major bottleneck for language-guided

task completion. Secondly, we present our main numerical results showing that with better

affordance-aware navigation, our method significantly outperforms previous state-of-the-art

methods on ALFRED. Finally, we perform a series of ablation studies to justify our design.

27



2.5.1 Validation of the Need for Affordance-aware Navigation

We first validate the need for better affordance-aware navigation. To do so, we

analyze the generalization performance of our approach by using ground truth actions

for navigation subgoals instead (we still use actions generated by the object interaction

transformer otherwise). Similar to solving indoor tasks in real-world settings, the major

bottleneck in tackling ALFRED is affordance-aware navigation. A navigation subgoal

succeeds only if the agent stays close enough to the target object (so that it is within

reach), sets a camera angle so that the object is in the field of view, and leaves room for

object articulation (e.g., open a door of a fridge). We perform several experiments on the

valid unseen data of ALFRED with numerical results reported in Table 2.1. Specifically,

when the ground truth navigation actions (denoted GT navi.) are used during inference,

our framework achieves an extremely high success rate (64.6%). However, the performance

drops significantly if perturbations (random displacement is adding ±1 to the coordinates)

are added to the target (x, y, r, h) of each navigation subgoal, verifying our claim about

the need for affordance-aware navigation.

2.5.2 Validation of the Need for Hierarchical Task Execution

We further validate the need for the hierarchical approach (i.e., subgoal level task

execution) adopted by our method where each subgoal is executed sequentially by either

a Dijkstra-based planner (for navigation subgoals) or otherwise the object interaction

transformer. Here we justify the use of the object interaction transformer, which is a

cross-modal transformer trained at the subgoal level. Specifically, we pre-process the

training data from the original training fold of ALFRED such that each trajectory contains

inputs (low-level language instructions and visual observations) and ground truth actions

for a single object interaction subgoal. We evaluate our proposed module on the valid

unseen split of ALFRED. Compared to E.T.+, which adopts a cross-modal transformer
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trained in full task level and with extra synthesized data, our object interaction transformer

generalizes better on nearly all subgoals, as reported in Table 2.2.

Table 2.2. Success rates (%) of all 7 object interaction subgoals evaluated on valid unseen
data in ALFRED. Overall, our method (object interaction transformer) generalizes better
than E.T.+.

Valid Unseen (%)
Toggle Pickup Cool Put Heat Clean Slice

E.T.+ [115] 83.2 69.0 99.1 69.6 99.3 91.2 65.8
Obj. Int. Transformer (ours) 86.1 72.0 100.0 75.3 98.5 91.7 72.1

2.5.3 Main Results

We present the main results of our proposed method, evaluated on the test unseen

and valid unseen data of ALFRED. Our framework uses no ground truth or metadata about

the environment during inference. As introduced in Section 2.4.1, our framework performs

exploration to acquire knowledge about the indoor scenes and then predict actions in a

hierarchical approach with both a rule-based planner and a few learning-based modules.

We set a new state-of-the-art performance with a substantial improvement (>40%) over

previously published methods (see Table 2.3).

While AI2THOR adopts a discrete action/state space for the agent, we believe the

idea behind our task-driven exploration design and waypoint-based semantic representation

is applicable to generic embodied tasks. In the presence of motion noise and pose sensor

noise, Active Neural SLAM shows that such inaccuracy can be solved to an acceptable

level by simply learning a pose estimator.

2.5.4 Qualitative Evaluations

We also illustrate qualitative results from our proposed method compared to the

E.T. baseline. We display a pair of trajectories predicted from both models (for ours, we
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Table 2.3. Performance on valid & test unseen data from ALFRED. Our method achieves
new state-of-the-art results with a substantial improvement over previously published
methods.

Test Unseen (%) Valid Unseen (%)
Success rate Goal Cond. Success rate Goal Cond.

EmBERT [156] 7.52 16.33 5.73 15.91
E.T.+ [115] 8.57 18.56 7.32 20.87
LWIT [110] 9.42 20.91 9.70 23.10
HiTUT [189] 13.87 20.31 12.44 23.71
ABP [84] 15.43 24.76 - -
HLSM [8] 16.29 27.24 11.80 24.70
AMSLAM (ours) 23.48 34.64 17.68 33.96

Figure 2.4. For the task “Move a watch to the inside of a small safe”, the first row and
second row correspond to trajectories predicted by ours and E.T. Each column corresponds
to a different time step with t = 0, 6, 12, 18, 24, 32, 35, 36 from left to right.

only show results from the execution phase) for data in the valid unseen and test unseen

split, respectively. By utilizing task-driven exploration to acquire the affordance-aware

map of the scene, together with the planning and object interaction modules, our model

is capable of completing long-horizon instruction-following tasks. In the first task where

it asks the agent to grab a watch and then find and store it inside a safe, E.T. fails to

navigate to a position such that it can successfully open the safe, whereas ours succeeds.

In the second task for moving two spray bottles from a single shelf to the same toilet tank,

E.T. fails to find the second sprayer while ours can move both sprayers to the right place.

The two sets of trajectories are illustrated in Fig. 2.4 and 2.5, respectively.
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Figure 2.5. For the task “Place two spray bottles on a toilet tank.”, the first row and
second row correspond to trajectories predicted by ours and E.T. Each column corresponds
to a different time step with t = 0, 5, 10, 15, 20, 30, 35, 41 from left to right.

2.5.5 Other Ablation Studies

We perform ablation studies to justify our framework design. In Ablation Studies

I, we examine the components in our exploration module. We choose four variants. In

variant AMSLAM + rand. exploration, we replace the task-driven multimodal exploration

with a random exploration strategy similar to that in HLSM. In variant AMSLAM -

lang., we do not use the language instructions at all to guide the exploration process In

variant AMSLAM - lang. (partial), we only use language instructions associated with

the navigation subgoal (i.e., without the next object interaction subgoal) to guide the

exploration. In variant AMSLAM - explored area, we do not use the extra modality in the

exploration module. For all variants, the exploration phase ends when a pre-defined upper

limit of action fails or a pre-defined upper limit of exploration steps is reached. In Table

2.4, we compare the valid unseen performance on ALFRED, the coverage, defined as the

number of distinct (x, y) pairs visited during the exploration phase (average per task),

and the coverage efficiency (Cov. Eff.), defined as the coverage divided by total number of

(un-augmented) exploration steps.

Specifically, for all the four variants, we stop the exploration process if (1) the

module predicts a Stop action, or (2) the number of action failures reaches 4, or (3)

the total number of exploration steps (including the injected actions) reaches 500. In
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the variant AMSLAM + rand. exploration, we adopt the following random exploration

strategy. First, we make 4 RotateRight and adjust the horizon of the agent to acquire a

360◦ and 3 horizon view of the environment. Next, we obtain the navigable area estimated

by our Neural SLAM system. Then, we randomly sample a point on the boundary of the

navigable area and navigate to that point (during which process we inject the RotateRight

and LookUp/Down similar to our multimodal exploration strategy). We repeat the previous

step until the aforementioned stop condition is satisfied.

In Ablation Studies II, we examine the components in the affordance-aware map

representation and in the online planner. We justify our approach of handling small

(denoted as instance mask waypoints) and large objects (denoted as object map waypoints)

in different ways by showing that the generalization performance degrades drastically when

adopting only one strategy for waypoint generation. We show that the “backing up” rule in

the planner (to leave room for articulated objects) is important. Moreover, we evaluate a

variant (AMSLAM + rand. horizon) where horizon h is perturbed for all subgoals to justify

our online exploration (and backtracking) strategy for finding the best h. Specifically,

for the variant AMSLAM + rand. horizon, we first disable the online exploration and

backtracking strategy of the planner for finding the best horizon h. We then randomly

choose a final horizon for each navigation subgoal as one of {60◦, 45◦, ...,−15◦,−30◦}. See

numerical results in Table 2.5.

Table 2.4. Ablation Studies I: the task-driven multimodal exploration module in AM-
SLAM.

Valid Unseen (%) Coverage Analysis (%)
Success Rate Goal Cond. Coverage Cov. Eff.

AMSLAM + rand. exp. 9.73 22.10 20.40 58.39
AMSLAM - lang. 4.30 15.90 9.10 43.50
AMSLAM - lang. (partial) 13.66 28.93 24.37 66.05
AMSLAM - explored area 15.17 30.90 27.13 65.48
AMSLAM (ours) 17.68 33.96 28.70 67.09
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Table 2.5. Ablation Studies II: affordance-aware semantic representation & planner in
AMSLAM.

Valid Unseen (%)
Success Rate Goal Cond.

AMSLAM - object map waypoints 12.10 26.73
AMSLAM - instance mask waypoints 8.90 18.70
AMSLAM - back up steps 12.50 28.85
AMSLAM + rand. horizon 9.81 20.60
AMSLAM (ours) 17.68 33.96

2.6 Implementation Details

2.6.1 Neural SLAM module

CNN Architecture

The CNN used for predicting the 2D grid map of size G×G× (Nlarge + 1) (with

grid size G = 37 and unit length 0.25m) has the following architecture. The inputs are 3

images, which are first processed by the ResNet-50 Faster RCNN feature extractor (we

use the checkpoint provided by E.T.) Then the three 512-d features are each processed by

the same 4-layer CNN (filter size 3, stride size 2, number of features as 256, 256, 256, 256).

The flattened and concatenated features from the previous step are then fed into a 4-layer

FC network (number of features is 512, 512, 512, 128 · 7 · 10). Next, the output features

are reshaped into a 128 × 7 × 10 tensor. Finally, another 3-layer CNN (filter size 3, stride

size 1, number of features as 256, 256, Nlarge + 1) takes in the tensor and outputs the

7 × 10 × (Nlarge + 1) map, which represents the prediction of a small region in front of the

agent (in its egocentric view).

Aggregation

The 2D grid map predictions at each exploration step are aggregated via the use of

a spatial transformer. The parameters to the spatial transformer are computed in the same

way as the Neural Action SLAM (since we know exactly what each exploration action is
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and thus where the agent was headed). Each predicted 2D grip map is first rotated and

translated by the spatial transformer (with the initial location considered as the center

of the 2D map and the initial rotation angle considered as the direction facing upward)

and then max-pooled to form the complete semantic map of the environment. During

this process, since each region at a single step has a limited field of view, we mask the

prediction at each step by a hard-coded 7×10 binary map (starting from the row the agent

is standing at towards another 9 rows facing forward). We have tried multiple combinations

for the shape of the binary map, with height ∈ {5, 6, 7} and width ∈ {9, 10, 11}. We

choose 7 × 10 using valid unseen data in ALFRED by the average prediction accuracy.

Model Training

We train the model by minimizing the cross-entropy distance between the ground

truth semantic map and the predicted one. The training is performed for each single-step

map prediction. The ground truth for the navigable area is generated by using the API

from AI2Thor. The ground truth for the object map is not available for scenes in ALFRED,

which uses a version of AI2Thor that does not support bounding box information for

general objects in the scenes. However, later AI2Thor versions support such functionality.

There are some scene layout mismatches between later versions of AI2Thor and the version

used by ALFRED, though. We solve this by manually inspecting all 108 training scenes

and fixing bugs by hand. We will release the code as well as the processed training data

for our Neural SLAM module. We use the Adam optimizer to train the CNN model with

an initial learning rate of 0.005 and a linear decaying schedule (starting from the second

half of the training) to 0 for a total of 10 epochs. We find the best checkpoint using the

prediction accuracy evaluated on the valid seen and valid unseen data of ALFRED.

Post-processing

To have a more robust navigable area for long-horizon planning, we further apply

some post-processing steps to the aggregated navigable map by the Neural SLAM module
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(i.e., the last dimension of the 2D grid map). Specifically, we consider map A as the

binary navigable area map where only the predicted confidence greater than 0.95 will be

considered a valid prediction for a navigable point (i.e., a value of 1). We also consider

map B as the binary map where a location with greater or equal to 3 nearby points (i.e.,

the one whose L1 distance to it is 1) being navigable (here we use confidence threshold

0.5) is marked as a navigable point. We then perform an element-wise product of the two

maps to obtain the final navigable area.

2.6.2 Waypoint Generation

Small and Large Objects

As mentioned in the paper, we handle small and large objects differently when

designing our affordance-aware semantic representation. In specific, we consider large

object types in the following list and otherwise small object types:

• armchair, chair, cart, sofa, shelf, drawer, cabinet, countertop, sink, stove burner

• fridge, bed, dresser, toilet, bathtub, ottoman, diningtable, sidetable, coffeetable, desk

The Backing up Steps

The benefit of handling large objects in a 2 step process is that we can compute

their waypoints in a more flexible manner. In our framework, we find backing up a

few steps to be a very effective strategy, which leaves some margin between the target

position of the agent and the target object the agent needs to interact with This strategy

is particularly critical for articulated objects. We use simple heuristics, denoted δ1 and δ2

as introduced in the paper. Specifically, the agent will back up 3 steps if the target object

is a fridge, 2 steps if it is a safe, a cabinet or a drawer, and 1 step for everything else. The

implementation of the δ∗(·, ·) is simply an integer 1, 2 or 3 for either x or y coordinate

given the 4 different rotation angles r ∈ {0◦, 90◦, 180◦, 270◦}.
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2.6.3 Task-driven Multimodal Exploration Module

The Extra Modality: Explored Area

The extra modality introduced in our multimodal exploration module essentially

tracks the action history explicitly and geometrically. Specifically, during each step in

the exploration phase, we hard-code a 5 × 3 binary mask to indicate where the agent has

observed in the current egocentric view. We find the exact shape of this region does not

matter much (we have tried 3x2, 4x2, 5x4) as long as it helps to track where the agent has

visited. As the agent always stands at the center of the explored region map, we set the

binary mask as starting from the center row and extending facing forward towards another

4 rows. Then we merge these single-step explored areas by using the spatial transformer

and max-pooling, the same way as when we aggregate the 2D object map in our semantic

representation. We finally mark the center of the aggregated explored area as 2, indicating

where the agent is standing. An illustration is shown in Figure 2.6 (for simplicity, we only

draw a 3 × 2 binary mask), where four single-step explored area maps are aggregated into

one. The CNN used to process the explored area is of 4 layers (filter size 3, stride size

2, number of features as 128, 128, 64, 32). The output of the CNN is flattened and fed

into a 2-layer FC network (the feature dimensions are 128 and 32). Then we concatenate

its output with the output from the multimodal transformer (which extracts features for

the other 3 modalities) and feed it into the final 3-layer FC network to predict the next

exploration action (number of features are 256, 128, Nexp + 1 where Nexp = 3 and the extra

1 is for the Stop action).

Training Data

We regenerate the trajectories from the training data of ALFRED by ignoring all

object interaction actions and LookUp/Down. We train the exploration module by imitation

learning on this new training set. Each sample in the new training set corresponds to one

navigation subgoal in a trajectory of the original training set. As each trajectory in the
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Figure 2.6. An illustration of the single-step explored area for four exploration steps
(left) and the aggregated one (right). The actual size of a single-step explored area is
5 × 3 instead of 3 × 2 shown here.

training data in ALFRED starts with an initial horizon of 30◦, all visual observations used

for training are of such horizon (i.e., vertical camera angle).

Hyper-parameters

We train the exploration module by Adam optimizer with an initial learning rate

of 0.001 and a linear decaying schedule (kicking in only for the second half of the training)

to 0 for a total of 20 epochs. We find the best checkpoint using the coverage and coverage

efficiency computed on the valid seen and valid unseen data of ALFRED.

2.6.4 Action Augmentation during Exploration

Zigzagging

At inference time, we inject two LookUp or two LookDown actions alternately after

every exploration action so that we acquire images of 3 different horizons at each (x, y, r)

observed during exploration. We choose this zigzagging scheme as it is the most efficient

way to perform exploration in the vertical camera angle space. An example is listed below

with the action sequence (after the periodic injection of RotateRight) shown in the first

line and the zigzagged sequence shown in the second line.

• Move, Right, Move, Right, Right, Right, Right, Move, Left

• Down, Up, Up, Move, Down, Down, Right, Up, Up, Move, Down, Down,

Right, Up, Up, Right, Down, Down, Right, Up, Up, Right, Down, Down,

Move, Up, Up, Left, Down, Down
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The injected actions are bolded, with the first LookDown inserted to handle the beginning

of the exploration.

Other Details

Since each augmented trajectory (i.e., the sequence injected with RotateRight and

LookUp/Down) is a strict superset of the original unaugmented ones predicted directly via

the multimodal exploration module, these injection does not interfere with the normal

inference pipeline of the exploration module. Specifically, we mask out the inputs (obser-

vations, actions history, and the explored area) corresponding to the injected actions in all

of the 4 branches.

2.6.5 Subgoal Parser and Target Object Parser

Network Architecture

We use a transformer-based architecture similar to the multimodal transformer

used for exploration. Since the input to both the subgoal parser and the target object

parser is the language instruction, we mask out the inputs to the other 3 branches (i.e.,

we use uni-modal transformers). The two models share the same architecture while not

sharing the weights. The subgoal parser is essentially a binary classifier. The target object

parser, on the other hand, predicts two pieces of information, namely the target object for

the navigation subgoal and its container (if it has one). This prediction involves two steps;

we, therefore, model it in an auto-regressive manner.

Model Training

We train the subgoal parser and the target object parser by minimizing the cross-

entropy loss using the ground truth object information. Specifically, we use APIs provided

by AI2Thor to acquire spatial relationships and use them to decide the container object

type for each instance of the small objects (which the target object parser is trained to

predict). We train the 2 models by Adam optimizer with an initial learning rate of 0.001

and a linear decaying schedule (kicking in in t=the second half of the training) to 0 for
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a total of 10 epochs. We find the best checkpoint using the prediction accuracy (both

for the binary prediction problem and the 2-step classification problem) evaluated on the

valid seen and valid unseen data of ALFRED.

Pre-trained Mask RCNN

We use a pre-trained Mask RCNN in multiple occurrences in our framework. We

directly use the checkpoint provided by E.T., which is trained for predicting the instance

and segmentation masks of objects in ALFRED.

2.6.6 Online Planner

During online planning, we always keep track of the agent’s current position, pose,

and so on (to be more precise, the (x, y, r, h) tuple). Then at each navigation subgoal, we

can perform path planning using Dijkstra’s algorithm given the acquired waypoints in our

affordance-aware semantic representation. To decide the target horizon of the agent, we

perform online exploration to cover 6 different vertical camera angles and select the one

with the largest mask area for the target object type (predicted by a pre-trained model,

with confidence > 0.8). We also add a backtracking mechanism in case the estimated best

horizon h∗ does not work for the subsequent object interaction subgoals. In specific, if the

subsequent object interaction subgoal fails (i.e., the agent encounters an action failure),

we find another horizon and perform inference for the object interaction subgoal again. In

total, we try 3 times for h = h∗, h∗ + 15◦, h∗ − 15◦.

2.7 Conclusion, Limitation, and Future Work

Task decomposition is critical for acquiring AI agents to perform long-horizon tasks.

It can be instantiated via two aspects presented in this work, namely decomposition into

task-driven exploration and execution, the latter of which is further decomposed into

subgoal-level hierarchical policies. Moreover, our work presents comprehensive empirical
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results that substantiate the importance of affordance-aware navigation for language-

guided task completion. We propose an Affordance-aware Multimodal Neural SLAM

(AMSLAM) that constructs an accurate affordance-aware semantic representation and

collects data efficiently through a novel task-driven multimodal exploration module. We

conduct thorough ablation studies to demonstrate that the various aspects of our design

choices are essential to the performance. AMSLAM achieves more than 40% improvement

over prior published work on the ALFRED benchmark and sets a new state-of-the-art

generalization performance at a success rate of 23.48% on test unseen scenes.

The existing framework in our proposal regarding the affordance-aware semantic

representation can be further improved by: (1) Introducing an instance-level representation

such that multiple instances of the same object type can be handled better. (2) Training

with more room layouts, such as those in [190], to prevent overfitting as currently there

are only 108 scenes in the training data of ALFRED. AMSLAMcurrently only supports

high-level actions (discrete actions via APIs with target objects specified by segmentation

masks). Long-horizon tasks with low-level levels typically require skill chaining as in [54],

which is largely based on online RL. We present how to tackle low-level tasks (short-horizon,

though) by further adopting the idea of task decomposition in the next chapter.
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Chapter 3

Task Decomposition for Low-level
Object Manipulation

As pointed out by Moravec’s paradox, low-level control tasks are usually harder

for AI agents to learn than high-level reasoning tasks (including the long-horizon tasks

in ALFRED presented previously). In this section, we study challenging short-horizon

contact-rich object manipulation tasks with high-precision and/or object-level geometric

variations by further decomposing them into subskills (e.g., atomic actions). We develop a

novel hierarchical imitation learning method that can utilize scalable, albeit sub-optimal,

demonstrations. We first propose an observation space-agnostic approach that efficiently

discovers the multi-step subgoal decomposition (sequences of key observations) of the

demos unsupervisedly. By grouping temporarily close and functionally similar actions into

subskill-level segments, the discovered breakpoints (the segment boundaries) constitute

a chain of planning steps (i.e., the chain-of-thought) to complete the task. Next, we

propose a Transformer-based design that effectively learns to predict the decomposition

(the chain-of-thoughts) as the high-level future guidance for low-level actions by using

prompt tokens and a hybrid masking strategy during training. Our model consistently

surpasses existing strong baselines1.

1The code is publicly available here.
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3.1 Introduction

Hierarchical RL (HRL) [67] has attracted much attention in the AI community as

a promising direction for sample-efficient and generalizable policy learning. HRL tackles

complex sequential decision-making problems by decomposing them into simpler and

smaller sub-problems via temporal abstractions (the so-called chain-of-thought [170]).

In addition, many adopt a two-stage policy and possess the planning capabilities for

high-level actions (i.e., subgoals or options) to achieve generalizability. On the other

hand, imitation learning (IL) remains one of the most powerful approaches to training

autonomous agents. Without densely labeled rewards or on-policy / online interactions,

IL usually casts policy learning as (self-)supervised learning with the potential to leverage

large-scale pre-collected demonstrations, usually with Transformer, as inspired by the

recent success of large language models (LLMs). An obstacle in building foundational

decision-making models [179] remains the better use of sub-optimal demonstrations. In

this paper, we study hierarchical IL from sub-optimal demonstrations for low-level control

tasks.

Despite the recent progress [22, 47, 146, 98, 2], it remains extremely challenging to

solve low-level control tasks such as contact-rich object manipulations by IL in a scalable

manner. Usually, the demonstrations are inherently sub-optimal because of the underlying

contact dynamics [120] and the way they are produced. The undesirable properties, such

as being non-Markovian, noisy, discontinuous, and random, pose great challenges in both

the optimization and the generalization of the imitators (see detailed discussion in Sec.

3.4). We find that, by adopting the hierarchical principles (i.e., temporal abstraction and

high-level planning) into our Transformer-based design, we can enjoy large-scale (albeit

sub-optimal) demonstrations for their performance boost on solving challenging tasks.

To achieve this, we first propose an unsupervised chain-of-thought discovery strategy to

generate CoT supervision from the demonstrations. We then design our model to learn to
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dynamically generate CoT guidance for better low-level action predictions.

Specifically, we consider the multi-step subgoal decomposition of a task into a chain

of planning steps as its chain-of-thought (inspired by CoT [170] and PC [178]). As part

one of our contribution, we propose an observation space-agnostic approach that efficiently

discovers the chain-of-thought (CoT), defined as a sequence of key observations, of the

demos in an unsupervised manner. We propose to group temporarily close and functionally

similar actions into subskill-level segments. Then the breakpoints (the segment boundaries)

naturally constitute the CoT that represents the high-level task completion process. For

part two, we propose a novel Transformer-based design that effectively learns to predict the

CoT jointly with the low-level actions. This coupled prediction mechanism is achieved by

adding additional prompt tokens at the beginning of the context history and by adopting

a hybrid masking strategy. As a result, CoT guidance is dynamically updated at each step

and better feature representation of the trajectories is learned, eventually improving the

generalizability of the low-level action prediction process.

We call our method Chain-of-Thought Predictive Control (CoTPC). From an

optimization perspective, it learns faster from sub-optimal demos by utilizing the subgoals

(CoTs) that are usually more robust and admit less variance. From a generalization

perspective, it uses Transformers [12] to improve generalization with CoT planning, which

is learned from the unsupervisedly discovered CoTs from the demos. We evaluate CoTPC

on several challenging low-level control tasks (Moving Maze, Franka-Kitch, and ManiSkill2)

and verify its design with ablation studies.

3.2 Related Work

Learning from Demonstrations (LfD)

Learning interactive agents from pre-collected demos has been popular due to its

effectiveness and scalability. Roughly speaking, there are three categories: offline RL,

online RL with auxiliary demos, and behavior cloning (BC). While offline RL approaches
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[89, 49, 94, 90, 88, 22, 169] usually require demonstration with densely labeled rewards and

the methods that augment online RL with demos [61, 82, 137, 109, 131, 62, 119, 151] rely

on on-policy interactions, BC [121] formulates fully supervised or self-supervised learning

problems with better practicality and is adopted widely, especially in robotics [184, 47,

125, 187, 11, 127, 48, 185]. However, a well-known shortcoming of BC is the compounding

error [137], usually caused by the distribution shift between the demo and the test-time

trajectories. Various methods were proposed to tackle it [136, 137, 157, 93, 164, 10, 16].

Other issues include non-Markovity [103], discontinuity [47], randomness and noisiness

[139, 173] of the demos that results in great compounding errors of neural policies during

inference (see Sec. 3.4 for detailed discussions).

LfD as Sequence Modeling

A recent trend in offline policy learning is to relax the Markovian assumption of

policies, partially due to the widespread success of sequence models [53, 29, 167] where

model expressiveness and capacity are preferred over algorithmic sophistication. Among

these, [38, 102] study one-shot imitation learning, [101, 151] explore behavior priors from

demos, [22, 98, 73, 146, 2, 72] examine different modeling strategies for policy learning. In

particular, methods based on Transformers [167, 12] are extremely popular due to their

simplicity and effectiveness.

Hierarchical Approaches in Sequence Modeling and RL

Chain-of-Thought [170] refers to the general strategy of solving multi-step problems

by decomposing them into a sequence of intermediate steps. It has recently been applied

extensively in a variety of problems such as mathematical reasoning [97, 33], program

execution [135, 111], commonsense or general reasoning [130, 30, 96, 170], and robotics

[176, 189, 76, 54, 178, 148, 70]. Similar ideas in the context of HRL can date back to

Feudal RL [39] and the option framework [158]. Inspired by these approaches, ours focuses

on the imitation learning setup (without reward labels or online interactions) for low-level
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control tasks. Note that while Procedure cloning [178] shares a similar name to our paper,

it suffers from certain limitations that make it much less applicable (see detailed discussion

in Sec. 3.2.1).

Demonstrations for Robotics Tasks

In practice, the optimality assumption of the demos is usually violated for robotics

tasks. Demos involving low-level actions primarily come in three forms: human demo

captured via teleoperation [91, 168], expert demo generated by RL agents [106, 107, 25, 75],

or those found by planners (e.g., heuristics, sampling, search) [55, 126, 45]. These demos

are in general sub-optimal due to either human bias, imperfect RL agents, or the nature of

the planners. In this paper, we mostly focus on learning from demos generated by planners

in ManiSkill2 [55], a benchmark not currently saturated for IL while being adequately

challenging (see details in Sec. 3.6.3).

3.2.1 Extended Discussions of Closely Related Work

Procedure Cloning (PC)

PC [178] was recently proposed to use intermediate computation outputs of demon-

strators as additional supervision for improving the generalization of BC policies. However,

it assumes full knowledge of the demonstrators, including the usually hidden computations

that consist of potentially large amounts of intermediate results. For instance, in the graph

search example used in the original paper, PC requires knowing the traversed paths of the

BFS algorithm, such as the status of each node, either the included ones or the rejected

(and so omitted) ones in the final returned result. Whereas, CoTPC does not require

such knowledge, as the CoTs are included as part of the results, not hidden intermediate

computations, and the CoT supervision itself can be obtained via the unsupervised discov-

ery method. Moreover, machine-generated demonstrations can be crowd-sourced and the

demonstrators are usually viewed as black boxes, making this a limitation of PC.
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Policy Learning with Motion Planning

Some existing work [148, 70] adopt a strategy similar to CoTPC in terms of

predicting key states (the waypoints) as high-level policies. However, they use motion

planners as low-level policies, while CoTPC directly learns to predict low-level controls.

The major advantage of our approach is to handle environments requiring dynamic (or

reactive) controls (like Moving Maze and Push Chair), where the key states must be

updated at every step and so motion planner-based strategies will struggle. Also, PerAct

[148] is relatively limited due to its discretized actions, especially for tasks requiring

high-precision manipulation (e.g., Peg Insertion). Moreover, some existing work [126, 46]

uses motion planners as the only demonstrators to acquire neural policies, which are to

some extent constrained to tasks involving quasi-static control.

Robotic Transformer-1 (RT-1)

RT-1 [11] is a concurrent work that also directly models low-level control actions

with a Transformer. It benefits from the sheer scale of real-world robot demonstration

data pre-collected over 17 months and the tokenization of both visual inputs (RGB

images) and low-level actions. While RT-1 shows great promise in developing decision

foundation models for robotics, it adopts the conventional auto-regressive Transformer

without explicitly leveraging the structural knowledge presented in low-level control tasks.

Moreover, it is so computationally intensive that it usually only admits less than 5 control

signals per second. Our work, CoTPC, is an early exploration in this direction and we

believe it will inspire the future designs of generally applicable models for robotics tasks.

Another difference is that since RT-1 discretizes the action space, it might suffer from

degraded performance for tasks that require high precision (such as Peg Insertion).
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3.3 Preliminaries

MDP Formulation

One of the most common ways to formulate a sequential decision-making problem is

via a Markov Decision Process, or MDP [65], defined as a 6-tuple ⟨S,A, T ,R, ρ0, γ⟩, with

a state space S, an action space A, a Markovian transition probability T : S ×A→ ∆(S),

a reward function R : S × A→ R, an initial state distribution ρ0, and a discount factor

γ ∈ [0, 1]. An agent interacts with the environment characterized by T and R according to

a policy π : S → ∆(A). We denote a trajectory as τπ as a sequence of (s0, a0, s1, a0, ..., st, at)

by taking actions according to a policy π. At each time step, the agent receives a reward

signal rt ∼ R(st, at). The distribution of trajectories induced by π is denoted as P (τπ).

The goal is to find the optimal policy π∗ that maximizes the expected return Eτ∼π[
∑

t γ
trt].

Notice that, in robotics tasks and many real-world applications, the reward is at best

only sparsely given (e.g., a binary success signal) or given only after the trajectory ends

(non-Markovian).

Behavior Cloning

The most straightforward approach in IL is BC, which assumes access to pre-

collected demos D = {(st, at)}Nt=1 generated by expert policies and learns the optimal

policy with direct supervision by minimizing the BC loss E(s,a)∼D[− log π(a|s)] w.r.t. a

mapping π. It requires the learned policy to generalize to states unseen in the demos since

the distribution P (τπ) will be different from the demo one P (τD) at test time, a challenge

known as distribution shift [136]. Recently, several methods, particularly those based on

Transformers, are proposed to relax the Markovian assumption. Instead of π(at|st), the

policy represents π(at|st−1, st−2, ..., st−T ) or π(at|st−1, at−1, ..., st−T , at−T ), i.e., considers

the history up to a context size T . This change was empirically shown to be advantageous.
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3.4 Challenges of Learning from Sub-optimal De-

mos for Low-level Control

There are several technical challenges that make imitation learning or offline RL

difficult from sub-optimal demonstrations, especially for low-level control tasks. In this

section, we briefly discuss four of them.

Non-Markovity

While each trajectory in the demos can be represented by a Markovian policy, the

Markovian policy linearly combined from them by perfectly imitating the combined demos

can suffer from a negative synergic effect if there are conflicts across demos. This is because

the demos might be generated by different agents or different runs of the same algorithm. It

becomes even worse when the demonstrations themselves are generated by non-Markovian

agents (e.g., human or planning-based algorithms). Instead, a non-Markovian policy is

more universal and can resolve conflicts by including history as an additional context to

distinguish between different demos.

Noisiness

Sometimes the demo trajectories are intrinsically noisy with divergent actions

produced given the same states. For instance, a search-based planner returns more than

one possible action given the same action and state history to solve the task. At times,

the demo actions are even distributed uniformly (e.g., with motion planning algorithms as

demonstrators). This leads to increased uncertainty and variance of the cloned policies

and so higher compounding errors. Note that multi-modality is a related but orthogonal

issue [146], i.e., when an unimodal estimate of the (continuous) action distribution leads

to a significantly worse return.
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Discontinuity

For low-level control tasks, demo policies often consist of sharp value changes or

topology changes (e.g., due to contact changes). Such discontinuity in the underlying

state-to-action mapping leads to difficulties in learning a robust and accurate model, thus

harming generalizability. A recent method [47] deals with this by an energy-based implicit

model in place of an explicit one. While theoretically sound, it is shown [146] to be less

practical for non-Markovian implicit models, and several later non-Markovian explicit

models outperform it.

Randomness

The actual or apparent unpredictability usually exists in sub-optimal demonstrations

either because the intermediate computations of the demonstrators are not revealed in the

demos (e.g., the shortest paths generated by BFS do not reveal the intermediate search

process), or the demonstrators are inherently non-deterministic (e.g., relying on rejection

sampling). Such a trait makes IL less robust as the decision-making patterns from demos

might be unclear, hard to learn, and not generalizable [116]. For instance, in a continuous

action space maze, a solution found by random search is more-or-less a winning lottery

ticket, whose pattern might not be very generalizable.

3.5 Method

To develop a scalable and powerful imitation learning algorithm for diverse yet

sub-optimal demonstrations, especially for low-level control tasks, we propose (1) an

observation space-agnostic strategy that efficiently discovers the subgoal sequences from

the demonstrations (as chain-of-thought supervision) in an unsupervised manner and (2)

a novel Transformer-based design that effectively adopts the hierarchical principles, the

CoT planning (i.e., subgoal sequence predictions), in imitation learning.
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Figure 3.1. During training, CoTPC learns to jointly predict (1) the next & the last
subgoals from each CoT token and (2) the low-level actions from each state token. During
inference, without the CoT decoder, the low-level actions are predicted with the center &
offset predictors from different tokens (detailed in Sec. 3.5.2) with the guidance of the
dynamically updated CoT features. The CoT tokens are all-to-all (can see any tokens).
The state and action tokens are causal (can only see previous and CoT tokens). Only 2
attention layers and 3 timesteps are shown for better display.

3.5.1 Unsupervised Discovery of Chain-of-Thought from
Demos

We observe that many low-level control tasks (e.g., object manipulations) naturally

consist of sequences of subgoals. In a succeeded trajectory, there exist key observations,

each of which marks the completion of a subgoal. For instance, in Moving Maze illustrated

in Fig. 3.4, the two bridges naturally divide the task into three subgoals. We denote

such a multi-step subgoal decomposition of a task into a chain of planning steps as its

chain-of-thought. The CoT provides coherent and succinct behavior guidance - typical

benefits of hierarchical policy learning. Formally, for each trajectory τ ∈ D, we define

CoT as a sequence of its obervations Fcot(τ) = {st|st ∈ τ} = {scotk }. In this section, we

present an intuitive strategy to discover CoT from demos as the CoT supervision for our

model introduced shortly. Our unsupervised approach is observation space-agnostic and

relies on neither human supervision nor reward design.
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First of all, each demo trajectory can be considered as an execution of a chain of

subskills to complete the corresponding sequence of subgoals. Accordingly, the ending

observations of each subskill constitute the subgoal sequence (i.e., chain-of-thought). Also,

note that the number of these subskills is not known a prioi, since demonstrations of the

same task can still have variability in terms of the starting configurations and execution

difficulty. Our base assumption is that actions within the same subskill are temporally

close and functionally similar. We, therefore, propose to group contiguous actions into

segments, using a similarity-based heuristic to find these subskills. We provide visualization

of similarity maps across actions in the same trajectory in Fig. 3.2 to illustrate that

there naturally exists such grouping patterns by functional similarities. While an action

sequence is modeled as a time series, its subgoals are the key observations corresponding

to the changepoints of the time series. We then utilize the Pruned Exact Linear Time

(PELT) method [83] with cosine similarity as the cost metric to generate the changepoints

in a per-trajectory manner. This unsupervised formulation has one key hyperparameter β

which controls the penalty for adding more changepoints thereby determining the number

of subgoals (i.e., the length of the CoT). In our experiments, we select β based on a small

set of validation data and we find it relatively robust.

We find our approach discovers meaningful subskills (the action segments) for a

diverse set of tasks with different action spaces, based on a qualitative evaluation of the

key observations at the discovered changepoints (i.e., the chain-of-thought). For instance,

the execution of Peg Insertion consists of reaching, grasping, aligning the peg with the hole,

micro-adjusting, and steady insertion of the peg. We illustrate some CoT discovery results

in Fig. 3.3. Specifically, we visualize the sub-stages (and thus the subgoals) extracted

from two trajectories using the automatic CoT discovery process described previously.

Besides being unsupervised, another major benefit of our approach is that it is

observation space-agnostic with the discovery invariant of the specific sensor setup (e.g.,

camera angles). This eliminates the need to manually tune the observation space (e.g.,
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Figure 3.2. Pairwise similarities of actions at different timesteps in two trajectories for
two example tasks, Push Chair (left) and Peg Insertion (right). Note that the action
spaces for these tasks are distinct: the former uses delta joint velocity control and the
latter uses delta joint pose control. Visually identifiable blocks along the diagonal, which
have high correlation values among most of its members, tend to correspond very well
with human intuition of subskills (i.e. similar actions at nearby timesteps belong to the
same subskill). We find that this strategy allows for automatic, scalable, and meaningful
subgoal discovery in an unsupervised manner.

the camera setups) to detect the key observations.

3.5.2 Chain-of-Thought Guided Action Modeling

In this section, we introduce our Transformer-based design that learns to model

the CoTs and predict the actions accordingly based on the supervision provided by the

aforementioned CoT discovery.

Learnable Prompt Tokens for CoT with Hybrid Masking

We base our architecture on the recently proposed Behavior Transformer (BeT)

[146], which empowers GPT [12] with a discrete center plus continuous offsets prediction

strategy for modeling diverse and noisy action sequences. To predict CoTs, we propose to

add a set of learnable prompt tokens [191] at the beginning of the state and action context

history. We train these tokens to extract features from the sequence to predict CoTs

together with a CoT decoder (similar to the object query tokens in Detection Transformer
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Figure 3.3. Illustration of actions corresponding to different stages and the associated
observations for two tasks: Push Chair (top) and Peg Insertion (bottom). The stages
are discovered by grouping the actions into subskills by our unsupervised CoT discovery
method.
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[15]). We design a hybrid masking regime, where during inference, the CoT tokens are

all-to-all and can observe all action and state tokens in the context history, and the state or

action tokens attend to those in the past (standard causal mask) including the CoT tokens.

In this way, the action decoding is guided by the extracted CoT features. Formally, given

a context size of T , let us denote the CoT tokens as {Scot
... }. We model the demo trajectory

segment of length T up to timestep t, i.e., τT (t) = {Scot
... , st−(T−1), at−(T−1), ..., st−1, at−1, st}

by applying the hybridly masked multi-head attention, denoted MHAhmask[·]. Features

from a total of J attention layers are

hj(τT (t)) = MHAhmask[Fenc(τT (t))], j = 1

hj(τT (t)) = MHAhmask[hj−1(τT (t))], j > 1

where Fenc encodes each action token and state token by encoder fa(·) and fs(·), respectively

(no encoder for the CoT tokens). Here we omit the position embeddings and the additional

operations between the attention layers as in standard Transformers. Note that we also

put the action sequences into the context in our variant of BeT and our model as we find

this generally performs better.

Coupled Action and CoT Predictions with Shared Tokens

BeT adopts a pair of centers and offsets predictors, gctra (·) and goffa (·), with features

from the last attention layer corresponding to the state tokens as inputs, which are denoted

as hJ(τT (t))[-(2T-1)::2] (with the Python slicing notation). A vanilla design of our

approach is to adopt a CoT decoder gcot(·) taking hJ(τT (t))[:-(2T-1)] as inputs, where

we only need one CoT token. However, we find that a more coupled strategy produces

policies much more generalizable. Specifically, we force the offset predictor of actions

goffa (·) to take the features from the CoT tokens rather than the state tokens as inputs. As

goffa (·) and gcot(·) share the same inputs, this provides stronger CoT guidance for action
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modeling. To distinguish between actions predicted for different states in the sequence, we

need T such CoT tokens, denoted {Scot
t }, each of which corresponds to one state token

{st} (see Fig. 3.1). The features from the CoT tokens are used by the shared CoT decoder

gcot(·) to predict the CoT output (introduced shortly). An even more coupled prediction

approach is to force the center predictor gctra (·) to also share the inputs with goffa (·) and

gcot(·). However, this leads to optimization challenges and instabilities as CoT tokens hold

direct responsibilities for all three predictions. See ablation studies for further discussions.

We formulate an autoregressive prediction strategy for CoT by training gcot(·) to

decode the next subgoal (i.e., the first scotk with k > t for the demo segment τT (t)) and

the very last subgoal (usually the end of τ) from every CoT token. The predictions are

denoted gcot(S
cot
t ) for each timestep t. We find this strategy outperforms both predicting

the individual one, as it performs both immediate and long-term planning. The flexible

numbers of subgoals across different demo trajectories necessitate the autoregressive

decoding of CoTs and make our approach resonate with CoTs in LLMs, where similarly

the outputs are generated jointly with the reasoning chain. Note that during inference the

CoT predictor is not used and only the CoT features are. As CoT features are updated

dynamically, our approach can deal with tasks involving dynamic controls (e.g., Moving

Maze and Push Chair).

Model Training

The overall training pipeline is illustrated in Fig. 3.1. The model is trained with

behavior cloning loss as well as the auxiliary CoT prediction loss Lcot based on MSE

(weighted by a coefficient λ), which yields the overall training objective:

Ltotal = E
(st,at)∈D

Lbc(at, ât) + E
τ ′∈D

1

T

∑
t

Lcot([scotnext(τ
′), scotlast(τ

′)], gcot(S
cot
t ))
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Where ât is the predicted action via gctra (·), goffa (·). τ ′ are randomly sampled segments

of the demo trajectories of length T . scotnext(τ
′), scotlast(τ

′) are the next and last subgoal,

respectively. Note that there are T CoT tokens and so there are T CoT loss terms.

During training, we apply random attention masks to the action and state tokens

so that the CoT tokens attend to a context of varied length (from the first state token in

the context to a randomized t-th state token with 1 <= t <= T ). In doing so, we can (1)

prevent CoT tokens from directly copying the corresponding state tokens which makes

offset prediction of actions trivial and (2) perform a way of data augmentation (applying

a form of dropout on the attention masks).

Figure 3.4. Illustration of the Moving Maze (left), Franka-Kitchen (middle) and some
sampled tasks from ManiSkill2 (right), namely Turn Faucet, Peg Insertion and Push
Chair. See detailed descriptions in Sec. 3.6.1, 3.6.2 and 3.6.3, respectively.

Figure 3.5. Sampled geometric variations for Push Chair, Turn Faucet and Peg Insertion.
Note that the sizes of peg & box and the relative locations of the hole vary across different
env. configs.
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3.6 Experiments

In this section, we present experimental results for several tasks as well as for the

ablation studies. While existing benchmarks are mostly saturated for IL (DMControl [161],

D4RL [49], etc.) or lack demo data (e.g., MineDojo [42]), we choose a diverse range of tasks

that lie in between. We first examine our approach using a 2D continuous-space Moving

Maze and a variant of Franka-Kitchen [57]. We then perform extensive comparisons with

5 object manipulation tasks (ranging from relatively easy ones to very challenging ones)

from ManiSkill2 [55]. These tasks are of several categories (navigation, static/mobile

manipulation and soft-body manipulation, etc.), various action spaces (delta joint pose,

delta velocity, etc.), with different sources of the demos (human, heuristics, etc.) and with

different reasons for being challenging (object variations, long-horizon, etc.).

3.6.1 Moving Maze

We present a 2D maze with a continuous action space of displacement (δx, δy). As

shown in Fig. 3.4 (left), in this s-shaped maze, the agent starts from a location randomly

initialized inside the top right square region (in green) and the goal is to reach the bottom

left one (also in green). Upon each environment reset, the two regions as well as the

two rectangular bridges (in green) have their positions randomized. During the game,

each of them except for the top square moves (independently) back and forth with a

randomized constant speed. Once the agent lands on a moving block, the block will

immediately become static. The agent cannot cross the borders of the maze (but it will

not die from doing so). For simplicity, we adopt a 10-dim state observation consisting of

the current location of the agent and the four green regions. This task requires dynamic

control/planning.
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Demonstrations

To enable policy learning from demonstrations, we curate demo trajectories (each

with a different randomized environment configuration) by adopting a mixture of heuristics

and an RRT-style planner with hindsight knowledge not available at test time (see details

in Sec. 3.7.2). This setup follows recent work [55] for leveraging machine-generated

demonstrations.

Training and Evaluation

For this task, we compare CoTPC with vanilla BC, Behavior Transformer (BeT)

[146], Decision Transformer (DT) [22]. DT was originally proposed for offline RL with

demonstrations of dense rewards. We adapt it for the BC setup by ignoring the reward

tokens. We add action tokens to BeT (like in DT) and build CoTPC on top of BeT. We

implement CoTPC, DT, and BeT with the shared Transformer configuration for a fair

comparison. We train all methods on 400 demo trajectories of different env. configs and

evaluate on 100 unseen ones (results in Tab. 3.1).

3.6.2 Franka Kitchen

Different variants and task setups of the Franka Kitchen environment have been

studied previously [57, 139, 49]. We propose a setting where the agent is asked to complete

4 object manipulations (out of 7 different options) in an order specified by the goal. We use

a strict criterion, i.e., the task succeeds when all 4 sub-tasks are completed. The sub-tasks

need to be done in the requested order to be counted as completed. The environment will

terminate when a sub-task other than the specified 4 is performed. The action space is

based on the joint velocity (8-dim) of the robot. We use the original state observation

appended with the modified goal embedding.
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Table 3.1. Test performance on Moving Maze and (a variant of) Franka Kitchen. SR (%)
is the task success rate (for Franka Kitchen it means completion of all 4 sub-tasks). #
s-tasks means the avg. number of completed sub-tasks per trajectory rollout. The best
results are bolded.

Vanilla BC DT BeT CoTPC (ours)

Moving Maze (SR) 9.0 23.0 33.0 44.0
Franka Kitchen (#s-tasks/SR) 1.7/6.7 1.6/6.7 1.8/14.4 2.1/25.6

Demonstrations

We replay a subset of the human demonstrations originally proposed in [57].

Specifically, we use 50 demo trajectories of length ranging from 150 to 300 and relabel

them with what sub-tasks are performed and in what order, for each of the trajectories.

As a result, many ordered sub-task combinations admit at most one demo trajectory. See

more details in Sec. 3.7.2.

Training and Evaluation

We use the same set of baselines as in Moving Maze. We evaluate using 90 unseen

env. configs, which vary in initial scene configs (all ordered sub-task combinations have

been observed in the demo, though). This task requires generalizable IL due to the limited

amount of human demos and the diverse set of ordered sub-task sequences. Also see results

in Tab. 3.1.

3.6.3 ManiSkill2

ManiSkill2 [55] is a recently proposed extension of ManiSkill [107], which features

a variety of low-level object manipulation tasks in environments with realistic physical

simulation (e.g., fully dynamic grasping motions). We choose 5 tasks (some illustrated in

Fig. 3.4). Namely, Stack Cube for picking up a cube, placing it on top of another, and

the gripper leaving the stack; Turn Faucet for turning on different faucets; Peg Insertion

for inserting a cuboid-shaped peg sideways into a hole in a box of different geometries
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Table 3.2. Test performance (success rate) on the unseen and the 0-shot setup for
ManiSkill2 tasks with state observations. The best results are bolded. Note that Pour
does not support state observations.

Stack Peg Turn Push
Cube Insertion Faucet Chair

unseen 0-shot unseen 0-shot unseen 0-shot

Vanilla BC 1.0 0.0 0.0 0.0 0.0 0.0
Decision Transformer 19.0 17.5 40.0 27.0 25.6 17.0
Decision Diffuser 26.0 12.6 17.0 5.0 56.0 20.0
Behavior Transformer 73.0 42.5 49.6 32.5 44.0 33.4
CoTPC (ours) 86.0 59.3 50.0 39.3 51.2 41.0

Table 3.3. Test performance (success rate) on the unseen and the 0-shot setup for
ManiSkill2 tasks for point cloud observations. The best results are bolded. We only show
the best baseline here, i.e., BeT.

Cube Peg Pour Faucet Chair

unseen 0-shot unseen unseen 0-shot unseen 0-shot

Behavior Transformer 70.0 35.0 24.0 50.0 20.0 26.0 13.4
CoTPC (ours) 81.0 44.0 32.0 58.0 27.5 32.0 16.7

and sizes; Push Chair for pushing different chair models into a specified goal location (via

a mobile robot); and Pour for pouring liquid from a bottle into the target beaker with

a specified liquid level. Push Chair adopts a delta joint velocity control (19-dim, dual

arms with mobile base); Pour adopts delta end effector pose control (8-dim); the rest uses

delta joint pose control (8-dim). We perform experiments with both state and point cloud

observations.

Task Complexity

The challenges of these tasks come from several aspects. Firstly, all tasks have

all object poses fully randomized (displacement around 0.3m and 360◦ rotation) upon

environment reset (this is in contrast to environments such as Franka Kitchen). Secondly,
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Turn Faucet, Peg Insertion, and Push Chair all have large variations in the geometries and

sizes of the target objects (see illustrations in Fig. 3.5). Moreover, the faucets are mostly

pushed rather than grasped during manipulation (under-actuated control), the holes have

3mm clearance (requiring high-precision control) and it needs at least half of the peg to

be pushed sideway into the holes (harder than similar tasks in other benchmarks [177]),

the chair models are fully articulated with lots of joints, and the pouring task requires

smooth manipulation without spilling the liquid. Moreover, ManiSkill2 adopts impedance

controllers that admit smoother paths than the position-based (or specifically-tuned) ones

while at the cost of harder low-level action modeling (e.g., actuators can be quite laggy).

Demonstrations

The complexity of the tasks also lies in the sub-optimality of the demos (e.g., vanilla

BC struggles on all 5 tasks). The demos here are generated by a mixture of multi-stage

motion-planing and heuristics-based policies (with the help of privileged information in

simulators). We use 500 demo trajectories for Stack Cube and Turn Faucet (distributed

over 10 faucets), 1000 demos for Peg Insertion and Push Chair (distributed over 5 chairs),

and 150 demos for Pour.

Training and Evaluation

Besides vanilla BC, DT, and BeT, we add Decision Diffuser (DD) [2] as a baseline,

which explores the diffusion model [64] for policy learning by first generating a state-only

trajectory and then predicting actions with an acquired inverse dynamics model. As tasks

in ManiSkill2 feature diverse object-level variations, they provide good insights into both

how effective an imitator can learn the underlying behavior and how generalizable it is.

We evaluate using the 5 tasks in both unseen (seen objects but unseen scene configs)

and 0-shot (unseen object geometries) setup. Specifically, we have all but Peg Insertion

with the unseen setup and Turn Faucet, Push Chair & Peg Insertion with the 0-shot

setup. We use task success rate (SR) as the metric. Results are reported in Tab. 3.2
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Table 3.4. Results from the ablation studies (unseen SR for Push Chair and 0-shot SR
for Peg Insertion).

decoupled only last only next random vanilla o-shared swapped CoTPC

Peg Insertion 47.0 52.0 49.0 41.0 45.0 39.0 46.0 59.3
Push Chair 36.0 36.0 37.0 31.0 35.0 29.0 32.0 41.0

for state observation and Tab. 3.3 for point cloud observations, where we demonstrate

the clear advantages of CoTPC. Note that we only select the best baseline (i.e., BeT) for

experiments with point cloud observations, where we use a lightweight PointNet [123] for

encoding the point clouds. For the main results of all methods on ManiSkill2, we report

the best performance among 3 training runs over the last 20 checkpoints, an eval protocol

adopted by [27].

3.6.4 Ablation Studies

We present ablation studies on two tasks (Peg Insertion and Push Chair) from

ManiSkill2 (we use state observations). We summarize the results in Tab. 3.4 and introduce

the details below.

Decoupled prediction of CoT and actions

In this variant denoted decoupled, we train another Transformer (denoted CoT

Transformer) with the same state and action sequence as inputs to predict the CoT (the

next and the last subgoal). While the original Transformer learns to only predict the

actions with the discovered CoT fed into the CoT tokens. During inference, the CoT

predicted by the CoT Transformer is fed instead. This decoupled CoT and action prediction

strategy is inferior to the coupled one since the latter not only learns to leverage predicted

CoT as guidance but also encourages better feature representation of the trajectory by

sharing the features for these tasks.
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What subgoals to predict from the CoT tokens?

In the variant named only last, we ask the CoT decoder gcot(·) to only predict

the last subgoal. In the variant named only next, we ask it to only predict the next

subgoal. We find that predicting both works the best as it provides the model with both

immediate and long-term planning. In the variant named random, we ask it to predict a

single randomly selected observation from the future as a random subgoal (not the ones

from our CoT discovery). This leads to the worst results as the action guidance is not

very helpful.

Shared tokens for CoT and action predictions

A vanilla design of jointly predicting CoT and actions is to only use one CoT token

with the center and offset predictors on top of the state tokens and the CoT decoder on

top of the CoT token, denoted as vanilla. We further force both the center and the offset

predictors to take CoT tokens as inputs, denoted o-shared. This variant overly shares the

CoT tokens for all predictors/decoders and suffers from optimization instabilities. In the

last variant, denoted swapped, we let the offset predictor take the action tokens as inputs

and the center predictor take the CoT tokens. We find this alternative setup performs

worse.

3.6.5 Preliminary Results of Sim-to-Real Transfer

We examine the plausibilities of sim-to-real transfer of our state-based CoTPC in

a zero-shot setup on two tasks, namely, Stack Cube and Peg Insertion. Our real-world

experiment setup and two sampled succeeded trajectories are illustrated in Fig. 3.6. With

an off-the-shelf pose estimation framework such as PVNet [118], we can achieve reasonable

performance using the state-based CoTPC policy learned purely from simulated data. As

a preliminary examination, we only perform qualitative evaluations. See detailed camera

setup in [23].
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Figure 3.6. Two sampled succeeded trajectories for Stack Cube and Peg Insertion,
respectively, in a real robot setup, from state-based CoTPC policies trained purely from
demos in simulators. As an early examination, we increase the clearance for peg insertion
from 3mm (sim) to 10mm (real) and only use peg and box-with-hole models of fixed
geometry.

3.7 Implementation Details

3.7.1 Details of the Environments

Moving Maze

Moving Maze is a 2D maze with a continuous action space of displacement (δx, δy),

where both components ∈ [1.5, 4]. This an s-shaped maze whose height is 80 and width is

60 with the agent starting from a location randomly initialized inside the top right square

region (in green) and the goal is to reach the bottom left one (also in green). Upon each

environment reset, the two regions (the starting square and the target square) as well as

the two rectangular bridges (in green) have their positions randomized. Specifically, The

two square regions are randomized to the right of the top and to the left of the bottom

blue islands, respectively. Their initial locations vary with a range of 20 vertically. The

two bridges’ initial locations vary also with a range of 20 horizontally. During the game,

each of them except for the top square moves (independently) back and forth with a

randomized constant speed ∈ [1, 2]. Once the agent lands on a moving block, the block

will immediately become static. The agent cannot cross the borders of the maze (but it

will not die from doing so). For simplicity, we adopt a 10-dim state observation consisting
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of the current location of the agent and the four green regions. This task requires dynamic

controls/planning.

Franka Kitchen

We propose a setting (and thus a variant of the original Franka Kitchen task) where

the agent is asked to complete 4 object manipulations (out of 7 different options) in an

order specified by the goal. The 7 tasks are: turn on/off the bottom burner, turn on/off

the top burner, turn on/off the light, open/close the slide cabinet, open/close the hinge

cabinet, open/close the microwave oven, and push/move the kettle to the target location.

Compared to the other variants, we use a strict criterion, i.e., the task succeeds when all 4

sub-tasks are completed, where each of them needs to be done in the requested order to

be counted as completed. The environment will terminate when a sub-task other than the

specified 4 is performed. The action space is based on the joint velocity (8-dim) of the

robot. We use the original 30-dim state observation consisting of poses of all the relevant

objects and the proprioception signals as well as an additional 14-dim goal embedding.

This embedding assigns a 2-d vector to each of the 7 potential sub-tasks. Each vector is

one of [0, 0], [0, 1], [1, 0], [1, 1] (indicating the order to be completed for the corresponding

sub-task) and [−1,−1] (meaning the sub-task should not be completed). Note that we do

not include the target pose of the objects in the state observation (i.e., we ask the agent

to learn it from the demonstrations).

ManiSkill2

ManiSkill2 [55] is a recently proposed comprehensive benchmark for low-level object

manipulation tasks. We choose 5 tasks as the testbed. (1) Stack Cube for picking up a

cube, placing it on top of another, and the gripper leaving the stack. (2) Turn Faucet for

turning on different faucets. (3) Peg Insertion for inserting a cuboid-shaped peg sideways

into a hole in a box of different geometries and sizes. (4) Push Chair for pushing different

highly articulated chair models into a specified goal location (via a mobile robot). (5) Pour
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for pouring liquid from a bottle into the target beaker with a specified liquid level. All

tasks have all object poses fully randomized (displacement around 0.3m and 360◦ rotation)

upon environment reset (this is in contrast to environments such as Franka Kitchen).

Note that the holes in Peg Insertion have only 3mm of clearance, requiring highly precise

manipulation, and it needs at least half of the peg to be pushed sideway into the holes

(in contrast to the similar yet easier tasks [177]). The tasks we select involve both static

and mobile manipulation and cover 3 action spaces (delta joint velocity control for Push

Chair, delta end-effector pose control for Pour, and delta joint pose control for the rest).

For state observations, we use states of varied dimensions across these tasks (see details in

the ManiSkill2 paper) For Turn Faucet, we slightly modify the default state observation

by appending an extra 3-dim vector (the pose of the faucet link) so that it is easier for the

agent to distinguish between different faucet models. The corresponding demonstrations

are modified as well. For point cloud observations, we use the default pre-processing

strategy provided by ManiSkill2 to obtain a fixed length of 1200 points (RGB & XYZ)

per timestep.

3.7.2 Details of the Demos and the Evaluation Protocol

Moving Maze

We curate demonstrations by adopting a mixture of heuristics and an RRT-style

planner with hindsight knowledge not available at test time. For each randomized environ-

ment configuration, we randomly choose one of the found paths from the starting square

to the target one as the demonstration trajectory. We chunk the maze into 6 regions: the

three islands (each bridge belongs to the island below it; the starting square and the target

square belong to the top right and the bottom left regions, respectively), each of which

is further divided into two regions (cut vertically in the middle). An RRT-style sampler

is used to find paths connecting adjacent regions sequentially (starting from the initial

position to the second region). We restrict the number of steps in each of the paths across
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two adjacent regions to be ≤ 13 so that the maximum total length of a demo trajectory is

≤ 13 × 5 = 65 steps. To enable this type of planning with dynamic environments, we first

generate demonstrations with a static version of the maze and then animate the moving

elements later coherently. This is not possible during inference time as it requires hindsight

knowledge. We use 400 demo trajectories for training and evaluate all agents on both

these 400 configs and a held-out set of 100 unseen environment configs. We report the

task success rate as the major metric. During inference, we set the maximum number of

steps as 60.

Franka Kitchen

We replay a subset of the human demonstrations originally proposed in [57] in

the simulator. Specifically, we randomly select 50 demo trajectories of length ranging

from 150 to 300 that succeed in achieving 4 different sub-tasks out of the 7 options. We

relabel them with the privileged information to construct the goal embedding described

previously. Note that this embedding vector is fixed across different time steps for each

individual trajectory. There are 20 total different ordered sub-task combination presented

in the 50 demonstrations, where the majority of combination only has ≤ 3 trajectories.

Combinatorial generalization regarding sub-tasks is too challenging in this case (there are

35 × 4! = 840 total combinations); so we focus on evaluating generalization w.r.t. initial

robot/object poses. We use 90 unseen environment configurations (each requiring the

completion of 4 sub-tasks) presented in the original human demonstrations for evaluation

(we only include seen sub-task combinations). We report the task success rate (requiring

the completion of all 4 sub-tasks in a trajectory) and the average number of successful

sub-tasks per trajectory as the metrics. During inference, we set the maximum number of

steps as 280.
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ManiSkill2

For all tasks except for Push Chair, we use the original demonstrations provided

by ManiSkill2, which are generated by a mixture of TAMP solvers and heuristics. Please

see the original paper for details (the actual code used to generate these demonstrations is

not released, though). For Stack Cube and Turn Faucet, we randomly sampled 500 demo

trajectories for the training data. For Turn Faucet, we use trajectories from 10 different

faucet models for the demos and perform the evaluation of 0-shot generalization on 4

unseen faucets (each with 100 different scene configurations). Not that the demonstrations

of Turn Faucets have most of the faucets pushed rather than grasped, i.e., under-actuated

control. For Peg Insertion, each different environment config comes with a different shape

and size of the box (with the hole) and the peg. We randomly sampled 1000 trajectories

from the original ManiSkill2 demonstrations as the training data and sampled 400 unseen

environment configs for the 0-shot generalization evaluation. For Push Chair, we use a

complicated heuristic-based approach from [114], adapted to ManiSkill2 (where it uses

additional privileged information and achieves around 50% task success rate), as the

demonstrator. We collected 1000 successful trajectories as the training data across 6

chair models and we evaluated the 0-shot generalization performance on 300 environment

configs distributed over 3 unseen chair models. For Pour, we use 150 successfully replayed

demonstration trajectories provided by ManiSkill2 to generate the point cloud observation

sequences (this task does not support state observation as it involves soft-body). We use

the success conditions from the original ManiSkill2 paper to report the task success rate.

During inference, we set the maximum number of steps allowed as 200, 200, 200, 250, and

300 for Stack Cube, Push Chair, Peg Insertion, Turn Faucet, and Pour, respectively.
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3.7.3 Details of Network Architecture and Training

Vanilla BC

: We use a Markovian policy implemented as a three-layer MLP with a hidden

size of 256 and ReLU non-linearity. We train it with a constant learning rate of 1e− 3

with Adam optimizer with a batch size of 32 for 150K iterations (Moving Maze), 300K

iterations (Franka Kitchen), and 500K iterations (ManiSkill2). We find training longer

leads to over-fitting even with L2 regularization.

Decision Diffuser

We use the reference implementation provided by the authors of DD and make

the following changes in the diffusion model: 100 diffusion steps, 20 context size, and 4

horizon length (in our experiments we found that longer performs worse). The diffusion

and inverse-dynamics models have ∼1.6M parameters in total. Since DD works on fixed

sequence lengths, we pad the start and end states during training and only the start states

during inference.

Decision Transformer

We adopt the minGPT implementation and use the same set of hyperparameters

for all tasks (a feature embedding size of 128 and 4 masked multi-head attention layers,

each with 8 attention heads), totaling slightly greater than 1M learnable parameters. The

action decoder is a 3-layer MLP of two hidden layers of size 256 with ReLU non-linearity

(except that for Franka Kitchen we use a 2-layer MLP of hidden size 1024). We train DT

with a learning rate of 5e− 4 with a short warm-up period and cosine decay schedule to

5e− 5 for all tasks (except for Franka Kitchen, whose terminal lr is 5e− 6 ) with the Adam

optimizer with a batch size of 256. We train for 200K iterations for Moving Maze and

Franka Kitchen and train for 500K iterations for all tasks in ManiSkill2. We use a weight

decay of 0.0001 for all tasks but Franka Kitchen (for which we use 0.1). We use a context

size of 10 for ManiSkill2 tasks, 20 for Moving Maze, and 10 for Franka Kitchen. We use
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learnable positional embedding for the state and action tokens following the DT paper.

Behavior Transformer

We started with the configuration used for the Franka Kitchen task in the original

paper. We changed the number of bins in K-Means to 1024 (we find that for our tasks,

a smaller number of bins works worse) and changed the context size to 10 (in line with

the other transformer-based models). The Transformer backbone has approximately the

same number of parameters (∼1M) as CoTPC and DT. We train the model for around

50k iterations (we find that training longer leads to over-fitting easily for BeT, potentially

because of its discretization strategy and the limited demos used for BC). For ManiSkill2

tasks, we use the same architecture as that for DT, except that we use the center plus

offset predictors to decode the actions. We train 100K iterations for Turn Faucet, Push

Chair, and Pour. We train 200K iterations for Peg Insertion and Stack Cube.

CoTPC

Unless specified here, we keep other configurations (both model training and network

architecture) the same as those in BeT. We use no positional embeddings for CoT tokens

as they themselves are learnable prompts. The CoT decoder is a 2-layer MLP with ReLU

non-linearity of hidden size 256. We use a coefficient λ = 0.1 for the auxiliary MSE loss for

all tasks. During training, we apply random masking to the action and state tokens so that

the CoT tokens attend to a history of varied length (from the first step to a randomized

t-th step). Other details have already been presented previously.

3.7.4 Details of Point Cloud-based CoTPC

To process point cloud observations, we adopt a lightweight PointNet [123] (∼27k

parameters) that is trained from scratch along with the transformer in an end-to-end

manner. We concatenate additional proprioception signals with the point cloud features

to the input state tokens. In CoTPC where the CoT decoder is trained to predict the
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Figure 3.7. Illustration of the point cloud-based CoTPC. Compared to state-based
CoTPC, we add a PointNet to process the point cloud observations as well as the point
cloud CoT. We omit the data path for the input proprioception signals to the model.

point cloud CoT, we ask the decoder to predict PointNet features of the CoT instead. We

find that the auxiliary point cloud CoT loss causes the PointNet encoded representations

to collapse. Inspired by [26], we use a stop-gradient operation in the point cloud CoT

encoding path to prevent this. We illustrate the network architecture in Fig. 3.7. The

training strategies (we use the same set of hyperparameters) and evaluation protocols are

similar to those of the state-based experiments.

3.8 Conclusion and Discussion

In this work, we propose CoTPC, a hierarchical imitation learning algorithm for

learning generalizable policies from scalable but sub-optimal demos. We formulate the

hierarchical principles (in the form of chain-of-thought) in offline policy learning with a

novel Transformer-based design and provide an effective way to obtain chain-of-thought

supervision from demonstrations in an unsupervised manner. Our approach empirically

validates the benefits of task decomposition even for short-horizon tasks. We demonstrate

that CoTPC can solve a wide range of challenging low-level control tasks, consistently

outperforming many existing methods.
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Many existing work dealing with “long-horizon” robotic tasks (SayCan [1], ALFRED

[149], etc.) assumes that low-level control is solved or that the task hierarchy is given. On

the contrary, in this paper, we study better ways to learn to solve low-level control tasks

with unsupervisedly discovered hierarchical information as supervisions. We believe that

CoTPC can be extended in a multi-task learning setup, i.e., policy learning from diverse

demos across different low-level control tasks.
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Chapter 4

Task Decomposition by Partitioning
the Task Space

While most Embodied AI tasks can be decomposed temporarily into sub-tasks or

subskills, as presented in the previous two chapters, task decomposition can also refer to

partitioning the task space itself. In this chapter, we introduce how to tackle the challenges

of large-scale policy optimization over diverse environment variations, which arise from

acquiring generalizable deep RL agents that can potentially work in unseen environment

variations. One of the key ideas here is to decompose the space of task variations and

learn to solve the task in a divide-and-conquer manner. Specifically, we observe that an

agent (a generalist) trained on many variations tends to learn faster at the beginning yet

plateaus at a less optimal level for a long time. In contrast, an agent (a specialist) trained

only on a few variations can often achieve high returns under a limited computational

budget. We, therefore, propose an RL framework to tackle complex tasks in a distributed

training manner to have the best worlds of both worlds. Several key ablations reveal when

and how to launch the specialist agents as well as how to merge them back into a single

generalist agent. Our proposal is a meta-framework1 that brings performance boost to

various baseline online RL methods over several popular RL benchmarks.

1As a meta-algorithm, the (pseudo)code is available here.
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4.1 Introduction

Deep Reinforcement Learning (DRL) holds promise in a wide range of applications

such as autonomous vehicles [43], gaming [150], robotics [81] and healthcare [180]. To

fulfill the potential of RL, we need algorithms and models capable of adapting and gener-

alizing to unseen (but similar) environment variations during their deployment. Recently,

several benchmarks [56, 31, 107, 159, 50, 190] were proposed to this end, featuring a very

high diversity of variations in training environments, accomplished through procedural

generation and layout randomization, to encourage policy generalization.

However, due to the sheer number of variations, many existing DRL algorithms

struggle to efficiently achieve high performance during training, let alone generalization.

For instance, in Procgen Benchmark [31], a PPO [144] agent trained on a thousand levels

can have poor performance even with hundreds of millions of samples. Training PPO on

visual navigation tasks involving ∼100 scenes might require billions of samples to achieve

good performance [172]. Several lines of work have been proposed to alleviate this issue,

by accelerating training with automatic curriculum [80], improving learned representations

with the help of extra constraints [68, 129], or decoupling the learning of the policy and

value networks [34, 128].

Orthogonal to these approaches, we tackle the challenge from a perspective inspired

by how human organizations solve difficult problems. We first define a generalist agent to

be a single policy that can solve all environment variations. We also define a specialist

agent to be a policy that masters a subset, but not all, of environment variations. Our goal

is to utilize experiences from the specialists to aid the policy optimization of the generalist.

We observe that trajectories belonging to different environment variations often

consist of shared early stages and context-specific later stages. It is often more efficient

for a single generalist to learn the shared early stages for all contexts than first training

different specialists and then merging them into a generalist. For instance, learning to push
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a chair towards a goal, regardless of variations in chair geometry, topology, or dynamics,

requires an agent to first recognize the chair and approach it. During these early stages,

jointly training an agent on all chairs, starting and goal states results in faster learning.

However, as the visited states get more and more diverse, it becomes increasingly hard for

the policy and value network to maintain the predictive power without forgetting (i.e.,

“catastrophic forgetting”), or be vigilant to input dimensions that were not useful at the

beginning but crucial for later stages (i.e., “catastrophic ignorance” in Sec. 4.4). This

poses a significant challenge and results in performance plateaus. Meanwhile, if we only

consider a small subset of environment variations and train a specialist on it, then due to

the low state variance, the specialist can often master these variations, achieving a higher

return on them than the generalist.

Inspired by these observations, we propose a novel framework, named Generalist

-Specialist Learning (GSL), to take advantage of both specialist ’s high return and

generalist ’s faster early training. As illustrated in Fig. 4.1, we first optimize the generalist

on all environment variations for fast initial policy learning. When it fails to improve (by

simple criteria), we launch a large population of specialist agents, each loaded from the

generalist checkpoint, and optimize on a small subset of environment variations. After spe-

cialists’ performance quickly surpasses the generalist’s, we use specialists’ demonstrations

as auxiliary rewards for generalist training, advancing its own performance. While some

previous approaches also involve specialist training [107, 163, 52, 106, 25], they either do

not realize or diagnose the gains and losses for generalist vs. specialist, or focus on a

different setup with their essential idea orthogonal to our proposal. We demonstrate the

effectiveness of our framework on subsets of two very challenging benchmarks: Procgen

[32] that consists of procedurally generated 2D games (with 1024 training levels, more than

the official 200 levels setup), and ManiSkill [107] that evaluates physical manipulation

skills over diverse 3D objects with high geometry and topology variations.
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Figure 4.1. Illustration of Generalist-Specialist Learning (GSL) framework. During
initial generalist learning (phase I), a generalist agent learns to master all environment
variations at once. Next, each specialist agent works on a subset of environment variations.
Finally, the generalist is fine-tuned (phase II) with guidance provided by the specialists
(e.g., via demonstrations).

4.2 Related Work

Divide-and-Conquer in RL

Our work is most closely related to works along this line. Previous works like

[163, 52] have adopted divide-and-conquer for training an RL agent. They split the state

space into subsets, and alternate between training each local policy on each subset and

merging the local policies into a single center policy using imitation learning. Although

these approaches also adopt the perspective of generalists and specialists, they did not

study the timing for starting specialist training, which is a key contribution of our work.

In addition, when distilling experiences from specialists into a generalist, they usually use

behavior cloning and address the demonstration inconsistency issue by KL divergence

regularization between local policies [52], which requires a synchronized training strategy,

making it intractable when scaling to large numbers of specialists as in our experiments.
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We show that our approach can still work well with a large number of specialists.

Policy Distillation and Imitation Learning

Distilling a single generalist (student) from a group of specialists (teachers) is a

promising way to achieve good performance on challenging tasks [138, 137, 106, 36, 162].

Population-based agent training (PBT) was utilized in [36, 162]. Previous works like [138]

have adopted supervised learning to train a generalist over specialists’ demonstrations.

Other works convert demonstrations into rewards for online learning [44, 63, 183, 132, 147].

Our framework makes good use of the policy distillation as its sub-module.

Large-Scale RL

Training an RL agent over a large number of environment variations is a promising

approach to obtaining a generalizable policy [32, 107]. One series of benchmarks for this

objective involves variations of object geometry and topology [107] and task semantics

[182, 71], which are usually mentioned as multi-task RL benchmarks. Another series of

benchmarks procedurally generate diverse levels and layouts for an environment [166, 32].

For both series of benchmarks, training a single agent over multiple variations is known to

be challenging, which warrants more exploration into this field.

Multi-task RL

In multi-task RL, an agent is trained on multiple tasks given a task-specific

encoding. Recent works have made significant progress in accelerating policy optimization

across multiple tasks. One stream of work focuses on improving task (context) encoding

representations from environment dynamics or reward signals [9, 154]. Another stream

focuses on studying and alleviating negative gradient interference from different tasks

[141, 181, 92]. Different from these approaches, our framework is designed for general

RL tasks, which not only encompasses multi-task RL environments but also general

RL environments such as Procgen, whose environment variations do not have semantic

encoding (i.e., each variation is represented by a random seed).
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4.3 Background

A general Markov decision Process (MDP) is defined as a tuple

M = (S,A, T,R, γ)

where S,A are state space and action space, T (s′|s, a) is the state transition probability,

R(s, a) is the reward function, and γ ∈ [0, 1) is the discount factor. In reinforcement

learning, we aim to train a policy π(a|s) that maximizes the expected accumulated return

given by J(π) = E(st,at)∼ρπ [
∑

t=0 γ
tr(st, at)].

A Block Contextual Markov Decision Process (BC-MDP) [186, 40, 155]

augments an MDP with context information, which can be defined as (C,A,M(c), γ),

where C is the context space, M is a function which maps any context c ∈ C to an MDP

M(c) = {Sc, T c, Rc}. BC-MDP can be adapted to the multi-task setting, where contexts

control objects used in the environments (e.g. object variations in ManiSkill [107]) and

task semantics (e.g. tasks in MetaWorld [182]). BC-MDP can also be adapted to a general

MDP to control the random seeds (e.g. seeds for procedural generation in Procgen [32]).

In this paper, we consider both settings. Unlike previous works [155], our framework does

not require the context to contain any semantic meaning, which is typical in the multi-task

RL setting. The context can be anything that splits an MDP into several sub-MDPs.

In the following sections, we first motivate our approach by analyzing a simple

example in Section 4.4. We then introduce several important ingredients in our Generalist-

Specialist Learning (GSL) framework.

4.4 An Illustrative Example

Consider a simple “brush”-like maze illustrated in Fig. 4.3a. An agent (a generalist)

starts from the leftmost position in the corridor and needs to reach the goal specified by a
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Figure 4.2. Training curve of PPO on the brush-like maze. The generalist learns fast
but plateaus quickly (dashed blue line). The specialists (cloned from the generalist) learn
to solve individual goals better (solid red line). The fine-tuned generalist (trained by
DAPG) with the specialists’ demos achieves the best results efficiently (green arrow). This
improvement is consistent among 5 runs.

real context c. For each i = {1, 2, · · · , 5}, Ci = ( i−1
5
, i
5
] indicates the context space for the

i-th goal (marked as red stars). Upon environment resets, we first uniformly sample the

goal i and then sample c uniformly from Ci. An agent is given the position and velocity

(both are real vectors) as an observation and is capable of setting its velocity as an action.

The reward is the approximated negative geodesic distance between the current position

and the goal.

We train a PPO agent and discover the phenomenon of “catastrophic ignorance”

(we coin this term inspired by “catastrophic forgetting”). As in Fig. 4.2, in the early

stages, the agent quickly learns to move rightwards in the maze. However, the agent tends

to ignore the goal context c since it plays little role in the early stages. This is revealed by

the agent’s tendency to always move rightwards after the intersection and arrive at the

middle goal regardless of the goal context. It requires a large amount of samples for the

agent to learn to extract features about the goal context.

To overcome this challenge, at the performance plateau of the generalist, we split

the environment into 5 environment variations, each with a different goal (context interval),

and initiate 5 specialists from the generalist checkpoint to master each of the variations.

For each specialist, because the reward distribution is identical across environment resets,
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(a) Illustrative environment (b) Procgen

(c) Meta-World (d) ManiSkill

Figure 4.3. (a) An illustrative environment that consists of a long corridor and a “brush”-
like maze, where the agent starts from the left and needs to reach one of the five targets
(stars in the figure) specified by a goal context. (b) Sample environments in Procgen, a
2D vision-based game environment where levels are generated procedurally. (c) Sample
environments in Meta-World, where the agent is asked to perform diverse manipulation
tasks given state-space observations. (d) The PushChair task in ManiSkill, where an agent
is required to push a chair towards a goal (red ball) given point cloud observations of
diverse chairs.

the specialist can quickly succeed even though it does not understand the semantic

meaning of the context. Then, we use specialists to generate demonstrations. In practice,

auxiliary rewards can be generated from the demos using techniques such as Demonstration

Augmented Policy Gradient (DAPG, [132]) and Generative Adversarial Imitation Learning

(GAIL, [63]). With strong rewards obtained from demonstrations, the generalist is not

bothered by the challenges in path-finding and can focus on discriminating goal context.

As a result, it quickly learns (as shown in Fig. 4.2) to factor the previously ignored goal

context into making its decisions, thereby overcoming the performance plateau.

Besides that catastrophic ignorance can be cured by our framework, GSL can also
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deal with the catastrophic forgetting issue. As the generalist learning proceeds, it becomes

increasingly hard for its policy/value network to maintain the predictive power for all the

environment variations without forgetting. The introduction of specialists can mitigate

this issue because each specialist usually only needs to work well on a smaller subset of the

environment variations and this specialized knowledge is transferred and consolidated into

a single agent with the help of the collected demonstrations. As catastrophic forgetting is

well-known to the neural network community, we do not provide an illustrative example

here.

Algorithm 1. GSL: Generalist-Specialist Learning

Require: (1) Environment E with context space C (2) Number of specialists Ns (3)
Number of env. variations for specialist Nlenv (4) Number of demonstrations N g

D from
generalist and N s

D from specialists (5) Performance plateau criteria H
1: Initialize generalist policy πg

2: Train πg on E until H = 1 ▷ e.g., PPO, SAC
3: if πg optimal enough then
4: Exit ▷ done with GSL
5: end if
6: Find the Nlenv lowest-performing environment variations from E, collectively denoted

as Elow.
7: Split Elow into Ns disjoint environment variations {Ei} by splitting the context space
C.

8: Obtain πglow by fine-tuning πg on Elow ▷ optional
9: for each i = 1 · · ·Ns do ▷ in parallel

10: Initialize specialist πsi = πg or πglow
11: Train πsi on Ei
12: Generate

Ns
D

Ns
demos Ti with πsi on Ei

13: end for each
14: Generate N g

D demos Tg with πg on E\Elow
15: Continue training πg on E with auxiliary rewards induced from {T D

i }∪Tg (via DAPG,
GAIL, etc.)

4.5 Generalist-Specialist Learning

Motivated by our previous example, we now introduce our GSL framework. At a

high level, the framework is a “meta-algorithm” that integrates a reinforcement learning
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algorithm and a learning-from-demonstration algorithm as building blocks and produces a

more powerful reinforcement learning algorithm. While there exists works with a similar

spirit, we identify several design choices that are crucial to the success but were not

revealed in the literature. We will first describe the basic framework, and then introduce

our solutions to the key design choices that lead to improved sample complexity in

environments that are too difficult for the building block reinforcement learning algorithm

due to the catastrophic forgetting and ignorance issues.

4.5.1 The Meta-Algorithm Framework

We first initialize a generalist policy πg and train the model over all variations of

the environment using actor-critic algorithms such as PPO [145] and SAC [58]. When the

performance plateau criteria H (introduced later) is satisfied, we stop the training of πg.

This could occur either when πg reaches optimal performance (in which case we are done),

or when the performance is still sub-optimal. If the performance is sub-optimal, we then

split all environment variations into small subsets, and launch a population of specialists,

each initiated from the checkpoint of generalist, to master each subset of variations. We

finally obtain demonstrations from the specialists and resume generalist training with

auxiliary rewards created by these demonstrations. The basic framework is outlined in

Algorithm 1.

4.5.2 When and How to Train Specialists

While there exist attempts to use the divide-and-conquer strategy to solve tasks

in diverse environments, a systematic study of the timing to start specialist training is

missing. The default choice in the literature [163, 52] starts specialist training from the

very beginning and periodically distills the specialists into the generalist. However, as

in Fig. 4.8, we observe that training the specialists before the generalist’s performance

plateaus does not take full advantage of the generalist’s fast learning during the early
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stages, and therefore results in less optimal sample complexity. Consequently, we start

specialist training only after the generalist’s performance plateaus.

Performance plateau criteria for generalists. We introduce a binary criteria

H to decide when the performance of generalist plateaus. In our implementation, we

design simple but effective criteria based on the change in average return, which works

well in our benchmarks. Given returns from M epochs {R1, . . . , RM}, we first apply a 1D

Gaussian filter with kernel size 400 to smooth the data. Then

H(t) = 1(Rt + ϵ ≥ Rt′ , ∀ t′ ∈ {t+ 1, t+ 2..., t+W})

Intuitively, the criteria are satisfied if the smoothed return at a certain epoch is ap-

proximately higher than (more than a margin ϵ) all smoothed returns in the future W

epochs.

Assigning environment variations to specialists. When we assign sets of

environment variations to specialists, we hope that each specialist can master their assigned

variations, yet we also hope that the number of specialists Ns is not too large if the number

of all training environment variations is already large (in which case we need a large amount

computational resource to train the specialists in parallel). Empirically, we observe that

the generalist can solve some environment variations reasonably well, yet performs poorly

on others. Therefore, we launch specialist training only on the Nlenv lowest performing

environment variations.

We empirically find that an optional step (line 8 of Alg. 1), specifically fine-tuning

πg on the Nlenv lowest performing environment variations before training the specialists,

can help to improve sample efficiency as it gives the specialists a better starting point.

Specifically, we fine-tune πg for 200 epochs, or 200 ∗ 16384 samples (a very small number

compared to the 100M total budget) and find this step helpful for tasks in Procgen if PPO

is used as the backbone RL algorithm.
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After we assign the variations to specialists, we start to train these specialists

in parallel. We assume that a specialist can always solve the environment with a few

variations. For example, for most tasks in Procgen which contain 1024 procedurally

generated levels for training, we find Nlenv = 300 and Ns = 75 good enough (i.e. each

specialist is trained on 300/75 = 4 variations). Therefore, we can train the specialists until

they accomplish their assigned variations. In practice, we set a fixed number of samples

Nsample for training each specialist.

4.5.3 Generalist Training Guided by Specialist Demos

After training each specialist to master a small set of environment variations, we still

need the common generalist to consolidate specialist experiences and master all training

environment variations. In our proposed framework, we first collect the demonstration set

{T D
i } using the specialists on their respective training environment variations (we only

collect trajectories whose rewards are greater than a threshold τ). Specifically, we use the

best-performing model checkpoint stored by each specialist to generate the demonstration

set. To ensure training stability, we also collect demos Tg for the remaining training

variations using the generalist. We then resume generalist training using a learning-from-

demonstrations algorithm by combining the environment reward and the auxiliary rewards

induced from these demonstrations. To train a generalist in this process, we can adopt

many approaches, such as Behavior Cloning (BC), Demonstration-Augmented Policy

Gradient (DAPG, [132]), and Generative-Adversarial Imitation Learning (GAIL, [63]).

It is a key design factor to choose this learning-from-demonstrations algorithm. The

crucial challenge comes from the inconsistency of specialist behaviors in similar states. To

our knowledge, previous work of divide-and-conquer RL uses BC to distill from specialists

in an offline manner; however, even if different environment variations share the same

reward structure and various regularization techniques can be added to the specialist

training process, we find it not scalable to the number of specialists and it fails to work
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well in diverse environments such as Procgen or ManiSkill in our paper. Moreover, pure

offline methods such as BC usually achieve inferior performance since they are limited to

a fixed set of demonstrations.

With the demos collected from specialists, we find online learning from demon-

stration methods such as DAPG and GAIL to be quite effective. For DAPG and GAIL,

besides utilizing all the collected demos {T D
i } ∪ Tg, we also let the generalist interact with

the environment to obtain online samples. From here, we use ρD and ρπ to denote a batch

of transitions sampled from the demonstrations and from the environment, respectively.

While DAPG and GAIL in principle can be adapted to any RL algorithms (PPO, PPG,

SAC, etc.), we evaluate GSL on challenging benchmarks using their corresponding strong

baseline RL algorithms (PPO/PPG on Procgen, PPO on Meta-World, and SAC on Man-

iSkill). Below, we derive a formula to illustrate how we adapt DAPG and GAIL in our

experiments.

We modify DAPG for DAPG + PPO. We first calculate the advantage value A(s, a)

for (s, a) ∼ ρπ using GAE [143]. Then, in each PPO epoch, we compute the maximum

advantage denoted as Â. We obtain the overall policy loss (value loss omitted here):

LCLIPρ (θ) = −E(s,a)∼ρ[
min

(
πθ(a|s)

πθold
(a|s)A(s,a),clip(rt(θ),1−ϵ,1+ϵ)A(s,a)

)]

L1
ρ(θ) = −E(s,a)∼ρ[πθ(a|s)]

LDAPG+PPO(θ) = LCLIPρπ (θ) + ω · Â · L1
ρD

(θ)

We find that a smoothed loss L1(·) here significantly improves training stability for

some tasks, compared to the cross entropy (style) loss used in the original DAPG paper.
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We set ω = 0.5 in all our experiments and find that decreasing it over time (as in the

original DAPG paper) can lead to worse performance.

For GAIL + SAC, we train a discriminator to determine whether a transition

comes from policy or from demonstration. We obtain the following losses for policy πϕ,

discriminator Dψ, and Q-function Qθ:

LGAIL+SAC = Lπ(ϕ) + LD(ψ) + LQ(θ)

Lπ(ϕ)=−Est∼ρπ [Eat∼πϕ [α log(πϕ(at|st))−Qθ(st,at)]]

LD(ψ)=Eρπ [log(Dψ(st,at))]+EρD [log(1−Dψ(st,at))]

LQ(θ)=Eρπ∪ρD [(Qθ(st,at)−(r̃(st,at)+γVθ̄(st+1)))2]

r̃(st, at) = βr(st, at) + (1 − β) log(Dψ(st, at))

here α is the temperature in SAC; β is the hyper-parameter that interpolates

between the environment reward and the reward from the discriminator; moreover, Vθ̄(st) =

Eat∼πϕ(·|st) [Qθ(st, at) − α log(πϕ(at|st))] is target value.

PPG [34] is a recently proposed RL algorithm that equips PPO with an auxiliary

phase for learning the value function. It achieves state-of-the-art training performance on

Procgen. We therefore also evaluate the PPG + DAPG combination on Procgen, with

essentially the same adaptation as for PPO + DAPG. Our experiments illustrate the

generality of our framework as a meta-algorithm.

4.6 Experiments

We evaluate our Generalist-Specialist Learning (GSL) framework on three chal-

lenging benchmarks: Procgen [32], Meta-World [182] and SAPIEN Manipulation Skill

Benchmark (ManiSkill Benchmark [107]). To begin with, we introduce the benchmark
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environments (the tasks) used in our evaluation.

4.6.1 Environments

Procgen

Procgen is a set of 16 vision-based game environments, where each environment

leverages seed-based procedural generation to generate highly diverse levels. All Procgen

environments use 15-dimensional discrete action space and produce (64, 64, 3) RGB ob-

servation space. In our experiments, we use 1024 levels for training, which is different

from the original 200-training-level setup (as we try to evaluate how well GSL scales). We

select the 7 most challenging environments under our setting based on the normalized

score obtained by training the baseline PPO algorithm (PPO can achieve a close to perfect

score on the remaining environments given 100M total samples). These environments are

BigFish, BossFight, Chaser, Dodgeball, FruitBot, Plunder, and StarPilot. A subset of

environments is illustrated in Fig. 4.3b. This benchmark leverages procedural generation

and is also suitable for evaluating the generalization performance of our framework. We

adopt the IMPALA CNN model [41] as the network backbone.

Meta-World

Meta-World is a large-scale manipulation benchmark for meta RL and multi-task

RL featuring 50 distinct object manipulation skills (see samples in Fig. 4.3c). We choose

multi-task RL as our testbed, including MT-10 and MT-50 (with 10 and 50 skills to learn,

respectively), which only evaluate the agents’ performance in the training environments.

The state space for this benchmark is high-dimensional and continuous, representing

coordinates & orientations of target objects and parameters for robot arms as well as

encodings for the skill ID. We use the V2 version of the benchmark.

ManiSkill

ManiSkill is a recently proposed benchmark suite designated for learning general-

izable low-level physical manipulation skills on 3D objects. The diverse topological and
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geometric variations of objects, along with randomized positions and physical parameters,

lead to challenging policy optimization. Since realistic physical simulation and point

cloud rendering processes (see Fig. 4.3d) are very expensive for ManiSkill environments

(empirically we observe that the speed is at 30 environment steps per second), we only

evaluate our framework on the PushChair task. In this task, an agent needs to move a

chair towards a goal through dual-arm coordination (see Fig. 4.3d). The environment has

a 22-dimensional continuous joint action space. Each observation consists of a panoramic

3D point cloud captured from robot cameras and a 68-dimensional robot state (which

includes proprioceptive information such as robot position and end-effector pose). In

our experiments, we use a smaller scale of the PushChair environment that consists of 8

different chairs, where we already find our framework significantly improves the baseline.

We also transform all world-based coordinates in the observation space into robot-centric

coordinates. Different from the original environment setup, we add an indicator of whether

the robot joints experience force feedback due to contact with objects, and we do not reset

the environment until the time limit is reached. We adopt the PointNet + Transformer

over object segmentations model in the original baseline as our network backbone.

4.6.2 Main Results

We first train a baseline PPO model on Procgen and MT-10 and MT-50 from Meta-

World, along with a baseline SAC model on ManiSkill. We then compare these baselines

with our GSL framework where PPO+DAPG is trained on Procgen and Meta-World and

SAC+GAIL is trained on ManiSkill. We demonstrate the results in Fig. 4.4 & 4.5 and

Tab. 4.1 & 4.2. For better display, we only demonstrate training curves for one run per

environment/task. We present additional results for multiple seeds in the next section. We

also perform experiments with PPG+DAPG on the first two tasks of Procgen to further

verify the generality of GSL (See Tab. 4.1). Since our GSL framework involves online

interactions from specialists, we perform necessary scaling to reflect the actual total sample
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Figure 4.4. GSL significantly improves baselines (in blue) on Procgen (PPO) and
ManiSkill (SAC) for their most challenging environments, respectively. The X-axis is
the overall training samples (M), and the y-axis is the return. The unit for the y-axis
in PushChair is 1000. The dashed blue line indicates what happens if we choose to
continuously train the generalist. For clarity, we only show the starting and ending points
for the step of converting specialist experiences into the generalist (green arrow) and only
plot one run for better display (see Fig. 4.6 for aggregated training curves across multiple
runs). We report the numerical results in Tab. 4.1.
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Figure 4.5. We also evaluate GSL on MT-10 & MT-50 (PPO) and on the first two
challenging tasks of Procgen (with PPG as the baseline, which already achieves close-to-
optimal performance). Again, GSL consistently improves the baselines. The unit for the
x-axis is a million steps. Similar to Fig. 4.4, we only plot one run out of 5 for clarity. See
Tab. 4.1 & 4.2 for numerical results.

complexity of our framework.

We observe that the generalist learns fast at the beginning, yet its performance

plateaus at a sub-optimal level. However, as soon as we launch specialist training, they

quickly master their assigned variations. The strong rewards obtained from specialists’

demonstrations efficiently and effectively lift the generalist out of performance plateaus,

resulting in significant improvement over baselines. These observations also corroborate

those in Fig. 4.2 of our illustrative example.

We compare the final average performance of GSL with PPO/PPG baselines on (1)
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Table 4.1. Our GSL framework outperforms PPO and PPG baselines on both training
and generalization. Models are trained over 1024 levels for each environment and tested
over 1000 unseen levels. Results are averaged over 5 runs with std. from raw episode
rewards.

BigFish BossFight Chaser Dodgeball FruitBot Plunder StarPilot
PPO-Train 24.6±0.7 8.6±0.2 8.5±0.3 13.7±0.3 30.1±0.6 10.5±0.8 39.4±1.4
GSL-Train 31.1±0.8 11.3±0.2 11.5±0.3 15.5±0.2 31.9±0.3 13.4±0.4 49.5±0.4
PPO-Test 24.3±1.1 8.6±0.3 7.9±0.4 12.7±0.3 29.1±0.5 9.7±0.5 38.0±0.9
GSL-Test 30.0 ±0.5 10.4 ±0.2 10.9±0.2 14.1±0.3 30.5±0.4 13.1±0.3 48.7±0.5

BigFish BossFight
PPG-Train 29.4±1.1 11.3±0.2
GSL-Train 33.5±1.3 11.9±0.2
PPG-Test 28.0±0.9 11.1±0.2
GSL-Test 30.9 ±0.8 11.6±0.2

Table 4.2. GSL boosts training efficiency on MT-10/MT-50 and PushChair. Results are
averaged over 5 and 3 runs, respectively.

MT-10 (%) MT-50 (%)
PPO-Train 58.4±10.1 31.1±4.5
GSL-Train 77.5±2.9 43.5±2.2

PushChair (k)
SAC-Train -2.97±2.7
GSL-Train -2.78±2.3

the 1024 training levels and (2) the 1000 hold-out test levels of Procgen. We observe that

our framework not only improves over the baseline on the training environment variations

but also on unseen environment variations, demonstrating our framework’s effectiveness

for obtaining generalizable policies.

4.6.3 Additional Results

In this section, we present the training curves aggregated across multiple runs. For

experiments on Procgen and Meta-World, we perform 5 runs for both the baseline and

GSL in each environment; for ManiSkill, we perform 3 runs (due to its high computation

complexity). We illustrate the mean rewards and their standard deviations for each

aggregated training curve. Notice that, due to the performance plateau criteria H, each

run has different starting and ending points for both the generalists and the specialists. We

therefore normalize the x-axis to align each training curve. Specifically, we use percentage
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Figure 4.6. Aggregated training curves for GSL across multiple runs in Procgen, Meta-
World and ManiSkill, where GSL consistently improves the baseline (dashed blue curves).
The y-axis units are raw episode rewards for Procgen, average success rate for Meta-World
and 1000 for ManiSkill. To align the training curves across different runs, we use percentage
to represent the x-axis (0 ∼ 50% for initial generalist training, 50 ∼ 75% for specialists,
and 75 ∼ 100% for specialist-guided generalist training).

(ranging from 0 to 100) as the x-axis. We display curves for the initial generalist training in

the first 50%, those for the specialists in the next 25%, and finally the fine-tuned generalist

in the remaining 25%.

Since the training curves plotted here are subject to smoothing, their values (mean

episode rewards or success rates) at the end of the training process might not exactly equal

the results reported in Tab. 4.1 & 4.2, which are obtained by batch evaluations using the

model checkpoints.

4.7 Ablation Studies

In this section, we perform several ablation studies to justify our design. In ablation

experiments, we use 256 different levels for all Procgens experiments, as opposed to 1024

different levels in the main result section (Sec. 4.6.2), since obtaining results on fewer
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levels is faster.

4.7.1 Influence of Granularity in Task Partitioning
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Figure 4.7. The average training returns on BigFish and StarPilot over 256 levels for
Ns = 256/K specialists trained by PPO. The generalist (K = 256) is more efficient early
on but the specialists are more effective in the end.

A motivating observation for our framework is that training with more environment

variations tends to be faster at the beginning but plateaus at sub-optimal performance.

We show the evidence here, by varying the number of environment variations to train an

RL agent. We pay attention to both the learning speed (efficiency) and the performance

at the plateau (effectiveness).

On BigFish and StarPilot in Procgen, we use 256 levels generated with seeds from

2000 to 2256. Note that in Procgen, each seed guarantees a fixed and distinct level,

i.e., environment variation. We choose K = {4, 16, 64, 256} for the number of levels per

specialist. Notice that K = 256 is equivalent to training a single generalist for all levels.

For each K, we evenly and randomly distribute the 256 training levels to Ns = 256/K

specialists so that each specialist only learns on its distinctive set of levels. Each of the

Ns specialists has a budget of 200 million/Ns samples to train the PPO so that the total

sample budget is fixed for a fair comparison of sample complexity. We use the default

network architecture and hyper-parameters for PPO in the Procgen paper, except that

we reduce the number of parallel threads from 64 to 16 for better sample efficiency for

specialists of K = {4, 16}. We plot the training curve as the average of the Ns = 256/K
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specialists and scale it horizontally so that it reflects the total number of samples in a way

same as the generalist’s training curve.

The results in Fig. 4.7 clearly suggest our findings. In short, when trained from

scratch, training a generalist enjoys a more efficient early learning process; in contrast,

later on, training specialists with smaller variations is more effective in achieving better

performance without plateauing early.

4.7.2 Influence of the Timing of Specialist Training
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Figure 4.8. Training curves of specialists launched from the generalist trained with
different numbers of epochs. Starting specialist training after the generalist’s performance
plateaus is more sample-efficient.

In Sec. 4.5.2, we mentioned that the timing to start specialist training plays a crucial

role in the efficiency and effectiveness of our framework. In this section, we show further

evidence. We launch specialist training at different stages of the generalist’s training

curve and present results in Fig. 4.8. We also conduct an experiment where specialists are

trained from scratch instead of initiated from a generalist checkpoint (this corresponds to

“Spec @ 0 epochs” in the figure). We use 64 specialist agents for BigFish training and 8

specialist agents for PushChair training.

We observe that when the generalist is still in the early stages of fast learning

and has not reached a performance plateau, launching specialist training results in worse

sample complexity. In particular, training specialists from scratch as in previous works
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[163, 52] leads to inefficient and ineffective learning. On the other hand, after the generalist

reaches a performance plateau, specialist training has very close efficiency and efficacy

regardless of when the training is launched, as shown in the nearly parallel specialist curves

in BigFish after the generalist has been trained for 2k epochs. Therefore, a good strategy

for specialist training is to launch it as soon as the generalist reaches a performance plateau,

which we adopt in Algorithm 1.

4.7.3 Tuning and Evaluation of Plateau Criteria H
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Figure 4.9. Qualitative evaluation of criteria H. Vertical black lines indicate where
H(t) = 1 for the first time in each run of 5 runs for Procgen and Meta-World and 3 runs
for PushChair in ManiSkill. The y-axis is raw episode rewards for Procgen and ManiSkill
(whose unit is 1000) and the average success rate for Meta-World. The x-axis is a million
steps.

Due to the different training dynamics of various RL algorithms on the benchmarks,

the plateau criteria H does require some hyper-parameter tuning. However, we find it

relatively robust and easy to tune. It turns out that starting specialist learning at a time

5% of the total training budget earlier or later than the one suggested by H achieves very
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Figure 4.10. Training returns of PPO on BigFish with 256 levels and performance
histograms over the withheld levels at four generalist checkpoints during training. Policy
learning on BigFish achieves good progress in a large portion of levels but slow to no
improvements on the remaining.

similar final results. Nevertheless, if H is tuned too aggressively (too early), we lose some

efficiency from the initial generalist learning; if it is tuned too conservatively (too late),

the generalist plateaus too long (i.e., less efficiency) and could become too certain about

its decisions, rendering it harder to be fine-tuned with specialists’ knowledge. In addition,

in practice, we do not consider the first 15% to avoid the cases where the generalist gets

stuck at the very beginning (i.e., a “slow start” generalist). We also do not consider the

last 15% to leave a sufficient amount of samples for launching specialist training and using

specialists’ demonstrations to guide generalist training.

Here we verify the effectiveness of our criteria H by providing a qualitative evaluation

on Procgen, ManiSkill, and Meta-World. Specifically, we use a smoothing kernel size of

200 epochs for Procgen & ManiSkill and 10 for Meta-World; the window size is W = 600

for Procgen, W = 2000 for ManiSkill and W = 10 for Meta-World; ϵ = 0.03 for Procgen,

ϵ = 0.01 for Meta-World and ϵ = 0.05k for ManiSkill. For each of the 5 runs in Procgen

environments and one run in PushChair from ManiSkill, we mark the first timestamp t

where our proposed criteria H(t) is evaluated as 1 with the black vertical lines. Areas

close to the vertical lines are generally suitable for starting specialist training. The results

are visualized in Fig. 4.9.
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4.7.4 Diagnosis into Generalist Performance at Plateau

In Sec. 4.5.2, we discussed the strategy to assign environment variations to specialists.

Specifically, we launch specialist training only on the Ns variants with the lowest training

performance evaluated using the generalist. Our strategy is based on the observation

that the generalist can solve some environment variations reasonably well, but performs

poorly on others. We visualize the performance of the generalist on BigFish from Procgen

in Fig. 4.10, where the PPO agent makes quick progress on most of the levels, with

poor performance only on a portion of variations at the time of plateau. We find this

quite common for environments in Procgen, except for Plunder where PPO struggles in a

majority of levels.

4.7.5 Influence of Specialist-to-Generalist Merging Algorithms

In Sec. 4.5.3, we mentioned the importance of selecting the algorithm for consoli-

dating specialists’ experience for generalist learning. We conduct experiments on BigFish

of Procgen, where we set the number of specialists to be 75. We compare GSL+BC,

GSL+DAPG, and DnC [52], a classic divide-and-conquer RL work that uses BC. As a

baseline, we also show the performance of jointly training a PPO on all variations. How-

ever, for DnC RL, we find that, unlike any other setups, it has quadratic computational

complexity w.r.t. the number of specialists, rendering it computationally intractable, so

Table 4.3. Comparison to baselines and other design choices. DnC RL requires synchro-
nized training across all specialists with a quadratic computational complexity w.r.t. the
number of specialists, and we find it hard to scale up to our setup of 75 specialists as in
GSL. Using GSL with BC harms the performance. Our design works better than all other
choices.

BigFish (train) BigFish (test)
PPO (generalist only) 24.6±0.7 24.3±1.1

DnC RL - -
GSL with BC 25.3±0.4 22.1±0.9

GSL with DAPG 31.1±0.8 30.0±0.5

96



we skip this method. As shown in Table. 4.3, using BC in our GSL framework does not

help to outperform a single PPO generalist. One possible reason is that GSL does not

restrict specialists to be close to the generalist as in DnC, so specialists’ demonstrations

can be inconsistent, posing learning difficulties for BC. On the other hand, our GSL with

DAPG can outperform a single PPO by a large margin. Additionally, we sample 1,000

novel levels from BigFish to test the generalization performance of our models. Results

show that GSL+DAPG stays the best for generalization.

4.8 Implementation Details

4.8.1 Illustrative example

In our illustrative example, we train the generalist and the specialists using PPO

and use DAPG + PPO to resume generalist training with demos from specialists. We

summarize the hyperparameters in Tab. 4.4 & 4.5.

Table 4.4. Hyperparameters for DAPG and PPO in our illustrative example

Hyperparameters Value

Optimizer Adam
Learning rate 3× 10−4

Discount (γ) 0.95
λ in GAE 0.97

PPO clip range 0.2
Coefficient of the entropy loss term of PPO cent 0.01

Coefficient of the entropy loss term of PPO cent (during DAPG) 0.01
Number of hidden layers (all networks) 2

Number of hidden units per layer 256
Number of threads for collecting samples 5

Number of samples per PPO step 104

Number of samples per minibatch 2000
Nonlinearity ReLU

Total Simulation Steps 5× 106

Number of environment variations 5
Environment horizon 150
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Table 4.5. Hyperparameters of GSL in our illustrative example.

Hyperparameters Value

Number of specialists Ns 5
Number of lowest performing environment variations assigned to specialists Nlenv 5

Number of environment variations per specialist K 1
Number of demos generated from specialists (epochs × time steps per epoch × Ns) N

s
D 10× 150× 5

Number of demo samples from generalist Ng
D N/A

Sliding window size (epochs) for the plateau criteria W 50
Number of samples for training each specialist Nsample 500K

Number of samples for DAPG 1M
Margin in the plateau criteria ϵ 0.01

4.8.2 Procgen

In Procgen, we train the generalist and the specialists using PPO/PPG (which is

an extension of PPO), and use DAPG + PPO/PPG to resume generalist training with

demos from specialists. We summarize the hyperparameters in Tab. 4.6, 4.7 and 4.8.

Table 4.6. The hyperparameters of PPO and DAPG for Procgen experiments.

Hyperparameters Value

Optimizer Adam

Learning rate 5× 10−4

Discount (γ) 0.999

λ in GAE 0.95

PPO clip range 0.2

Coefficient of the entropy loss term of PPO cent 0.01

Coefficient of the entropy loss term of PPO cent (during DAPG) 0.05

Number of threads for collecting samples 64

Number of samples per PPO epoch 256× 64

Number of samples per minibatch 1024

Nonlinearity ReLU

Total Simulation Steps 108
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Table 4.7. Additional hyperparameters of PPG for Procgen experiments.

Hyperparameters Value

Number of policy update epochs in each policy phase n pi 32

Number of auxiliary epochs in each auxiliary phase n aux epochs 6

Coefficient of the entropy loss term of PPO cent 0.0

Coefficient of the entropy loss term of PPO cent (during DAPG) 0.01

Table 4.8. The hyperparameters of GSL for experiments on Procgen.

Hyperparameters Value

Number of specialists Ns 75

Number of lowest performing environment variations assigned to specialists Nlenv 300

Number of environment variations per specialist K 4

Number of demos generated (epochs × time steps per epoch ×Ns) N
s
D 256× 32× 75

Number of demos generated (epochs × time steps per epoch × number of env. var.) Ng
D 256× 8× 724

Sliding window size (epochs) for the plateau criteria W 600

The threshold for filtering demos (in terms of the normalized score) τ 0.15

Number of samples for training each specialist Nsample (PPO) 16× 256× 64

Number of samples for training each specialist Nsample (PPG) 20× 256× 64

Number of samples for DAPG (for PPO) 50× 256× 64

Number of samples for DAPG (for PPG) 800× 256× 64

Margin in the plateau criteria ϵ 0.03

Other implementation details

For all environments, we use seeds (levels) from 1000 to 2023 for training and from

100000 to 100999 for testing. When training the specialists, we change the number of

parallel environments in PPO from 64 to 16 for a slightly better sample efficiency, and

we change both n pi and n aux epochs to 4 from PPG for a similar reason. We find

that increasing the coefficient cent for the entropy regularization loss during DAPG can

help improve both the optimization and generalization performance for Procgen. For
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the Plunder environment (with PPO as the baseline), we have observed poor generalist

training performance across a majority of levels. We therefore set Ns = 1024, i.e., we

train specialists on all levels. We also change the number of samples used in DAPG to

200 × 256 × 64 since there are more demos collected from the specialists than in other

tasks. Moreover, in Plunder we set cent to 0.1 during DAPG.

4.8.3 Meta-World

For both MT-10 and MT-50 from Meta-World, we train the generalist and the

specialists using PPO (with a policy network of two hidden layers, each of hidden size 32),

and use DAPG + PPO to resume generalist training with demos from specialists. We

summarize the hyperparameters in Tab. 4.10 & 4.9.

Table 4.9. The hyperparameters of GSL for experiments on Meta-World.

Hyperparameters Value

Number of lowest performing environment variations assigned to specialists Nlenv Varied

Number of specialists Ns Nlenv

Number of environment variations per specialist K 1

Number of demos generated (time steps per env. variations ×Ns) N
s
D 105 ×Ns

Number of demos generated (time steps per env. var. × # of remaining env. var. Nr) N
g
D 105× Nr

Sliding window size (epochs) for the plateau criteria W 10

The threshold for filtering demos (in terms of success rate) τ 1.0 (successful)

Number of samples for training each specialist Nsample 3000× 700

Number of samples for DAPG (MT-10) 2× 106

Number of samples for DAPG (MT-50) 6× 106

Margin in the plateau criteria ϵ 0.01
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Table 4.10. The hyperparameters of PPO and DAPG for Meta-World experiments.

Hyperparameters Value

Optimizer Adam

Learning rate 2.5× 10−4

Discount (γ) 0.99

λ in GAE 0.95

Minimum std. of the Gaussian policy min std 0.5

Maximum std. of the Gaussian policy max std 1.5

PPO clip range 0.2

Coefficient of the entropy loss term of PPO cent (MT-10) 0.005

Coefficient of the entropy loss term of PPO cent (MT-50) 0.05

Number of threads for collecting samples (MT-10) 10

Number of threads for collecting samples (MT-50) 50

Number of samples per PPO epoch 105

Number of samples per minibatch 32

Nonlinearity ReLU

Total Simulation Steps (MT-10) 2× 107

Total Simulation Steps (MT-50) 4× 107

Other implementation details

We find that in MT-10/50, there always exist some tasks (i.e., environment varia-

tions) that the generalist agent performs extremely poorly after the initial learning phase.

We, therefore, use a threshold of the success rate of 0.5 for MT-10 and 0.2 for MT-50 to

select the Nlenv (which varies across different runs) lowest performing env. variations and

correspondingly launch Nlenv specialists. During specialist training, we reduce the number

of samples per PPO epoch from 105 to 3× 103 to improve the sample efficiency (since each

specialist now only learns to solve one environment variation).
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Table 4.11. The hyperparameters of SAC and GAIL+SAC for ManiSKill

Hyperparameters Value

Optimizer Adam
Learning rate 3× 10−4

Discount (γ) 0.95
Replay buffer size (γ) 2× 106

Number of threads for collecting samples 4
Number of samples per minibatch 200

Nonlinearity ReLU
Target smoothing coefficient(τ) 0.005

Target update interval 1
Q, π update frequency 4 updates per 64 online samples

GAIL discriminator update frequency 5 updates per 100 policy updates
Total Simulation Steps 2× 107

4.8.4 ManiSkill

For ManiSkill experiments, we adopt the same PointNet + Transformer over object

segmentation architecture as in the original paper. We proportionally downsample point

cloud observations to 1200 points following the same strategy in the original paper. We

train the generalist and the specialists using SAC and we resume generalist training using

GAIL + SAC with demos from specialists. Notice that each specialist only focuses on

one chair model in the PushChair task. We use the hyperparameters listed in Tab. 4.11,

inspired by the implementations of [147]. We also show hyperparameters for GSL in Tab.

4.12.

4.9 Conclusion

Generalization in RL usually requires training in diverse environments. In this

work, we develop a simple yet effective framework to solve RL problems that involve

a large number of environment variations. The framework is a meta-algorithm that

turns a pair of RL algorithms and learning-from-demonstrations algorithms into a more

powerful RL algorithm. By analysis of prototypical cases, we identify that the catastrophic
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Table 4.12. The hyperparameters of GSL for experiments on ManiSkill.

Hyperparameters Value

Number of specialists Ns 8
Number of lowest performing env. variations assigned to specialists Nlenv 8

Number of environment variations per specialist K 1
Number of demos generated from specialists N s

D 200× 300× 8
Number of demos generated from generalist Ng

D N/A
Sliding window size (epochs) for the plateau criteria W 2000

Threshold for filter the demos τ −3.5× 103

Number of samples for training each specialist Nsample 1.5× 106

Number of samples used in GAIL+SAC 2× 106

Margin used in the plateau criteria ϵ 50

ignorance and forgetting of neural networks pose significant challenges to RL training

in environments with many variations, and may cause the agent to reach performance

plateau at a sub-optimal level. We show that introducing specialists to train in subsets

of environments can effectively escape from this performance plateau and reach a high

reward. Design choices that are crucial yet unknown in the literature must be taken care

of for the success of our framework. Empirically, our framework achieves high efficiency

and effectiveness by improving modern RL algorithms on several popular and challenging

benchmarks.
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